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N phase oscillators 0; for i = 1, ..., N that, when placed on a network
dictating their pairwise interactions, evolve according to:

N
. =o; + KX Ay sin(6; - 6)) (1)
=

Each oscillator i has a unique nature frequency w; that describes its
preferred angular velocity in the absence of interactions, which is typ-
ically drawn randomly from a distribution g(w). Furthermore, the
global coupling strength K describes the influence that oscillators have
on one another via the network connectivity, which is encoded in the
adjacency matrix [A;]. Here, we focus on the simple case of an undi-
rected, unweighted network (A; = 1 if oscillators i and j are connected
by a link and A; = 0 otherwise), but we note that all results presented
here easily generalize to directed and weighted networks. We also as-
sume that the network is connected, that is, irreducible. Over the last
few decades, the Kuramoto model has proven to be very useful for
modeling real-world systems (36, 40), uncovering the mechanisms be-
hind emergent collective behavior (41, 42), exploring additional effects
such as time delays (43) and community structure (44), and finding
optimal network structure (45).

Depending on the coupling strength K, as well as the frequency
vector  and the network topology, the steady-state dynamics of Eq.
1 can attain many different states that included complete incoherence,
partial synchronization, and full synchronization. The latter is charac-
terized by lim,_...| 6;(¢)— 6,()| = 0 and is also referred to as full phase
locking, frequency synchronization or consensus. The fully synchronized
state (henceforth called the synchronized state) typically displays a large
degree of phase synchronization r ~ 1, where re'¥ = N~ g e s
the standard Kuramoto order parameter. In Fig. 1A, we illustrate a
synchronized state in a group of five oscillators, each moving with an
angular velocity of ®. The order parameter is illustrated as vector of
length r with an offset angle y from the positive real axis.

Stability and control

Here, we address the problem of control by first assuming that be-
cause of the system parameters (that is, the coupling strength, natural
frequency sequence, or network topology), the steady-state dynamics
of Eq. 1 are at least partially incoherent, that is, one or more oscillators
remain desynchronized. In the example of the power grid, a single de-
synchronized oscillator represents a single power failure but can have
further damaging effects, in particular, triggering a cascade of addi-
tional failures and ultimately a power outage (5). Thus, our goal is
to find a synchronized state and stabilize it. If all oscillators are initially
synchronized, then our goal is trivially realized; however, our method
can be used to make this state more robustly stable. In a synchronized
state such as the one we seek here, we expect the oscillators to be
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Fig. 1. Control of coupled oscillator networks. (A to C) For a five-oscillator
network, illustration of (A) the fully synchronized state with the Kuramoto
order parameter, (B) the Jacobian of a stable synchronized state, and (C)
control applied to oscillators i = 2 and 3.
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clustered in a single reasonably tight cluster such that |6; - 8] < 1,
and thus, Eq. 1 can be linearized to:
. N
=1

where L is the network Laplacian matrix with entries L; = 8;; ¥; Ay — Ay
and 9;; is the Kronecker delta. A straightforward analysis yields a
“target” synchronized state (within the rotating reference frame 6 ~
0 + (w)t) given by the vector 8% = K 'L'm, where L' is the pseudo-
inverse of the Laplacian (46). (We summarize a derivation of this result
in Materials and Methods.) We note that, because the system is assumed
to be partially incoherent, the fixed point 8 = 6* either does not exist or is
unstable. However, we take 8 = 6* to represent the closest synchronized
fixed point for the given parameter values, and therefore, we use it as a
target. We also note that, although Eq. 2 was directly obtained from
linearizing Eq. 1, other systems of more general forms yield equivalent
linearizations and therefore can also be controlled using the method we
provide here. We present an example of such a general system with ar-
bitrary coupling function [for example, see (47)] in Materials and Methods.

The stability of © = 8* is dictated by the Jacobian matrix whose
entries are defined [DF]; = =26,/ 09;, and is stable if all the eigenva-
lues of DF|g« are nonposmve In our case, we have that:

We note that each row (and column) of DF sums to zero, that is, sa-
tisfies DF;; = —X; DF;;. This is a particularly convenient property for
using the Gershgorin circle theorem (48), which implies that the ei-
genvalues of DF lie within the union of closed discs D; fori =1, ..., N,
which are each centered at DF; and have radius R;, where R; = ¥;..,| DF;{.
(The full theorem is given in Materials and Methods.) In particular, if
all the off-diagonal entries of DF are nonnegative, then it follows that
each Gershgorin disc is contained in the left-half plane, implying that
all eigenvalues are nonpositive and the solution is stable. An illustration
of this case is presented in Fig. 1B. If, however, one or more nondia-
gonal entries of DF are negative, then each Gershgorin disc correspond-
ing to a row with a negative off-diagonal entry enters the right-half
plane, admitting the possibility for one or more positive eigenvalues
and thus destabilization. Thus, the oscillators that require control can
be easily identified as those whose corresponding rows have one or
more negative off-diagonal entries.

We aim to stabilize the synchronized solution by adding one or
more control gains to the system, as illustrated in Fig. 1C. In the fol-
lowing recent literature, we will refer to oscillators to which we apply
control as “driver nodes,” and to oscillators to which we do not apply
control as “free nodes.” We choose the control gains to take the form
f{t) = F; sin(dp; — 8;) where F; is the strength of the ith control gain and
¢, is a target phase that can, in principle, depend on either local or global
information, and vary in time. Here, we focus on the choice of target
phase ¢; = 6, and discuss other possibilities below. Because the con-
trol gain depends on the current state of the system, this can be thought
of as a form of feedback control. The new dynamics are then given by:
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N
0, = w; + K, Ay sin(6; — 6;) + F; sin(6] — 6,) 4)
J=

where we take F; = 0 for free nodes. Whereas the off-diagonal en-
tries of DF remain unaltered, the new diagonal entries are given by
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