The tropical lapse rate steepened during the Last Glacial Maximum
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The gradient of air temperature with elevation (the temperature lapse rate) in the tropics is predicted to become less steep during the coming century as surface temperature rises, enhancing the threat of warming in high-mountain environments. However, the sensitivity of the lapse rate to climate change is uncertain because of poor constraints on high-elevation temperature during past climate states. We present a 25,000-year temperature reconstruction from Mount Kenya, East Africa, which demonstrates that cooling during the Last Glacial Maximum was amplified with elevation and hence that the lapse rate was significantly steeper than today. Comparison of our data with paleoclimate simulations indicates that state-of-the-art models underestimate this lapse-rate change. Consequently, future high-elevation tropical warming may be even greater than predicted.

INTRODUCTION

Recent climate change in the world’s high tropical mountains has caused widespread retreat of tropical glaciers (1) and stress to local economies reliant on mountain resources (2). In the coming century, these areas are predicted to experience a magnitude of warming second only to the Arctic due, in part, to amplification of warming with elevation in the tropics (3). Proxy data indicate that substantial changes in tropical temperature and mountain environments occurred during the last deglaciation, the most recent time period when rising atmospheric CO2 concentrations were associated with great changes in temperature. Determining whether the lapse rate of temperature (hereafter the lapse rate) changed during this period could therefore have important implications for the future of tropical glaciers, the hydrological cycle, and some of the world’s most economically vulnerable societies.

More than 30 years ago, the CLIMAP project (4) suggested that tropical sea surface temperatures (SSTs) cooled by only ~1°C, on average, during the peak of the last ice age [Last Glacial Maximum (LGM) between 26 and 19 thousand years ago (ka)]. Glaciological and climate modeling data available at that time showed that these small changes in tropical SSTs could not be reconciled with the much greater (5°C to 10°C) LGM cooling estimated from the magnitude of snow line depression on tropical mountains (5), unless the lapse rate was much steeper than allowed by climate models (6). Many reasons have been proposed for this mismatch, from errors in reconstructed sea surface and continental temperatures to limitations in the parameterization and simulation of tropical convective processes (7–9). More recent syntheses of LGM SSTs indicate a mean tropical ocean surface cooling of ~2°C (10), slightly greater than the CLIMAP estimates, but paleovegetation and glacial moraine evidence has consistently suggested greater cooling on land and particularly at high elevation (11). Unfortunately, temperature inferences from these proxies can be biased by confounding influences from radiation, precipitation, humidity, cloudiness, atmospheric CO2 concentration, and other environmental variables (12, 13). Therefore, the most persistent obstacle to assessing the sensitivity of the lapse rate to climate change is correct quantification of past temperature changes in the high tropical troposphere.

The recent development of continental temperature proxies based on glycerol dialkyl glycerol tetraethers (GDGTs) provides a novel opportunity to quantitatively reconstruct past changes in the tropical lapse rate. GDGTs are membrane lipids synthesized by archaea and bacteria and are produced in East African lakes (14). Changes in the relative abundances of GDGTs containing different numbers of methyl branches and cyclopentane rings, quantified by the TEX15 and MBT/CBT indices for isoprenoidal and branched GDGTs (brGDGTs), respectively, correlate strongly to sea surface and surface air temperature (15). Here, we apply the brGDGT paleothermometer to the 25,000-year sediment record from Lake Rutundu, a maar lake at 3078 m above sea level (asl) on Mount Kenya in East Africa (see Fig. 1 and Materials and Methods). Long, continuous, quantitative temperature reconstructions at higher elevations are not possible because higher lakes formed during glacier recession after the LGM; thus, our reconstruction provides a unique combination of temporal length and elevation. We combine our record with earlier GDGT-based reconstructions from low- and mid-elevation sites to assess changes in the position of the 0°C isotherm [freezing-level height (FLH)], and consequently in the lapse rate, during the LGM (see Materials and Methods).

RESULTS

Our reconstruction indicates that the mean annual temperature at the elevation of Lake Rutundu was 5.5 ± 0.2°C cooler during the LGM than during the preindustrial (PI) period (that is, recent time before the onset of anthropogenic warming; Fig. 2A). After the LGM, temperature...
form to estimates of 2° to 4°C cooling derived from low-elevation vegetation change (11, 23). All the terrestrial records indicate stronger cooling than the western equatorial Indian Ocean SST temperature decrease of 1.7°C reconstructed from alkenones (24, 25). Moreover, the magnitude of reconstructed LGM cooling increases with elevation between each pair of TEX86 and brGDGT-based records; that is, $\Delta T_{\text{LGM}}$ at Tanganyika exceeds that at Malawi, and $\Delta T_{\text{LGM}}$ at Rutundu exceeds that at Sacred Lake. The great geographic distances between these proxy records might be expected to introduce error into our estimates of the lapse-rate change. However, the tropical troposphere exhibits very small horizontal temperature variations because of weak Coriolis forces that would otherwise balance thermally driven pressure differences (26). The present-day lapse rate varies by ~0.25°C/km over our study sites, suggesting that this is not a great source of error in our reconstructions (see the Supplementary Materials). We conclude that the greatest LGM cooling occurred at the highest elevations, implying that the environmental lapse rate was steeper during the LGM than it is today.

To quantify the LGM lapse rate ($\Delta T_{\text{LGM}}$), we subtract $\Delta T_{\text{LGM}}$ from the modern instrumental temperature at each site and regress these values against their respective elevations after accounting for LGM sea- and lake-level changes (see Materials and Methods). We found that $\Delta T_{\text{LGM}}$ was $-6.7 \pm 0.3\,°\text{C/km}$, which was significantly steeper than the modern East African lapse rate of $-5.8 \pm 0.1\,°\text{C/km}$ determined from instrumental and reanalysis data (see Fig. 3A and the Supplementary Materials). This estimate of $\Delta T_{\text{LGM}}$ is statistically robust, given both the high correlation ($r^2 = 0.93$) and the low root mean square error (RMSE = 0.7°C). Independent confirmation of our estimate is provided by evidence from glacial moraines, which suggests that the average equilibrium line altitude (ELA) of glaciers on East Africa’s high mountains was depressed by $1040 \pm 220\,\text{m}$ (27). Extrapolating our $\Delta T_{\text{LGM}}$ to estimate the FLH at the equator, we find that $\text{FLH}_{\text{LGM}}$ was $1090 \pm 130\,\text{m}$ lower than the PI, indistinguishable from the mean estimated change in the region’s ELA ($p = 0.99$) (see Fig. 3B and the Supplementary Materials). The elevations of FLH and ELA can differ because local ELAs can be affected by multiple environmental variables influencing glacier mass balance, including precipitation, humidity, and other processes governing radiation and sublimation (13, 27). However, strong coherence between the independent GDGT proxy and glacial ELA data sets lends credence to our new estimate and also supports the hypothesis that temperature was the dominant control on tropical alpine glacier fluctuations at this time scale (22).

**DISCUSSION**

The present-day lapse rate over East Africa ($-5.8\,°\text{C/km}$) is slightly steeper than a moist adiabat ($-5.5\,°\text{C/km}$), which represents the mean annual tropical lapse rate below ~5000-m elevation. Above 5000 m, the tropical lapse rate gradually steepens toward a dry adiabat (~$-9.8\,°\text{C/km}$) because of mid-elevation cloud condensation and downdrafts carrying dry air from the high troposphere toward the 5000-m level (28). It is possible that, during the LGM, high-elevation temperatures were lowered by a depression of the cloud condensation height. Although this might explain the lower temperatures observed at the elevation of tropical glaciers, it does not explain the consistent linear lapse rate we observe between 0 and ~3100 m asl in our records, or the excellent agreement between the GDGT-based temperature estimates and those estimated from past glacial extents.
We argue that a steeper tropical lapse rate during the LGM developed because of a shift toward a dry adiabat in the lower troposphere. Atmospheric water vapor concentration in the tropics is largely controlled by global mean tropical temperature because of the temperature dependence of the saturation vapor pressure and the thermal homogeneity of the high tropical atmosphere (29). Although there are few proxies that record past atmospheric humidity, regional paleohydrological records demonstrate that most of East Africa was drier during the LGM than during the late Holocene (30). Moreover, despite significant regional temperature variations, such as the ~1.5°C mid-Holocene warming, our reconstructions reveal no significant change in the lapse rate during the globally warmer Holocene period, during which atmospheric humidity was likely more stable. Thus, our data suggest that the combination of global warming and rising humidity during the last deglaciation caused shoaling of the lapse rate.

Climate simulations for the LGM and the PI periods performed as part of the Coupled Model Intercomparison Project (CMIP5)/Paleoclimate Model Intercomparison Project 3 (PMIP3) produce a multi-model mean temperature change within the error of our reconstruction (Fig. 4A) at low-elevation sites (the western Indian Ocean and Lake Malawi; see Materials and Methods). CMIP5 models simulate a modern mean East African PI lapse rate of −6.0 ± 0.3°C/km, similar to observations, and a steeper (−6.4 ± 0.3°C/km) lapse rate during the LGM. However, the magnitude of simulated temperature change between the LGM and the PI at elevations above ~1000 m asl, such as at Lake Rutundu, is underestimated by up to 40% in the CMIP5 models, and the multi-model mean change in lapse rate (−0.4°C/km) is significantly lower (P = 0.004) than our reconstruction (−0.9°C/km). These results reinforce earlier data-model comparisons of the LGM lapse rate (8), indicating that, despite improvements of convection schemes and other model aspects in CMIP5, climate models continue to underestimate changes in high-elevation tropical temperature.

Although the difference between simulated and reconstructed lapse-rate change is significant, its causes are elusive. The lapse-rate changes simulated by the models are inversely correlated with changes in the specific (P < 0.01) and relative (P < 0.02) humidity of the mid to lower troposphere over East Africa, confirming that a drier LGM climate contributed to a steeper LGM lapse rate (see the Supplementary
Materials). Mean tropical SST strongly influences the lapse rate and atmospheric water vapor concentrations (29), and $\Delta T_{LGM}$ and changes in specific humidity are correlated to the amplitude of tropical cooling in the CMIP5/PMIP3 models ($P < 0.02$ and $P < 0.04$, respectively). Although our results suggest that the models accurately simulate low-elevation temperature changes in East Africa, changes in the lapse rate are particularly sensitive to SST changes in regions of deep atmospheric convection, such as the tropical Western Pacific (31), where there are uncertainties in the magnitude of LGM cooling (9). Nevertheless, our results have potentially important implications for the equilibrium climate sensitivity (ECS) of global climate models. Atmospheric water vapor is the greatest positive feedback on global temperature, whereas the lapse rate is one of the greatest negative feedbacks (29). Our results suggest that both these feedbacks may be underestimated. Although model-simulated changes in lapse rate are not significantly correlated with each model’s ECS, the two models with the highest ECS do simulate the largest changes in $\Delta T_{LGM}$.

CONCLUSION
Our results demonstrate that, as the world warmed from the last ice age to the Holocene, rising temperature and atmospheric humidity caused the altitudinal temperature gradient over the tropics to become less steep. State-of-the-art climate models capture the sign of this change (increase versus decrease) but underestimate its magnitude. Our data suggest that, in the tropics, this deficiency is especially marked caused the altitudinal temperature gradient over the tropics to become less steep. State-of-the-art climate models capture the sign of this change (increase versus decrease) but underestimate its magnitude. Nevertheless, our results have potentially important implications for the equilibrium climate sensitivity (ECS) of global climate models. Atmospheric water vapor is the greatest positive feedback on global temperature, whereas the lapse rate is one of the greatest negative feedbacks (29). Our results suggest that both these feedbacks may be underestimated. Although model-simulated changes in lapse rate are not significantly correlated with each model’s ECS, the two models with the highest ECS do simulate the largest changes in $\Delta T_{LGM}$.

Lipid extraction and analysis
Samples were prepared as previously described (20). Briefly, 1 cm$^3$ of sediment was freeze-dried and homogenized. Lipids were extracted with Dionex 350 Accelerated Solvent Extractor using 1:1 (v/v) dichloromethane (DCM)/methanol (MeOH). The total lipid extract was run over an Al$_2$O$_3$ column using 9:1 hexane/DCM and 1:1 DCM/MeOH as eluents to isolate the apolar and polar fractions, respectively. Polar fractions were analyzed by atmospheric pressure chemical ionization/high-performance liquid chromatography–mass spectrometry using selective ion monitoring mode on Agilent/Hewlett-Packard 1100 Series LC/MSD with an Alltech Prevail Cyano column (150 × 2.1 mm, 3 µm).

Temperature reconstruction
The air temperature history at Lake Rutundu and Sacred Lake was reconstructed using the brGDGT calibration for East African lakes on the basis of 110 surface sediment samples (fig. S4A) (20). Temperatures at Lakes Tanganyika and Malawi were reconstructed on the basis of linear calibration of TEX$_{86}$ versus temperature (fig. S4) from large lakes (37) and marine data excluding samples from the Red Sea (38). This calibration produces LGM-present temperature changes that are identical to the most recent lacustrine TEX$_{86}$ temperature calibration (39) but with lower errors because of the significant increase in the number of calibration points. To account for the offset in TEX$_{86}$ values between short cores of surface sediment and piston cores of the deeper sediments used...
to create the Lake Tanganyika temperature reconstruction (19), we added the average offset (0.011) to the TEX$_{86}$ values from core NP04-KH04-4A-1K before applying the TEX$_{86}$ calibration, as outlined above. Errors on the temperature reconstructions were calculated by bootstrapping the errors on the respective calibrations 1000 times.

Lapse rate and FLH calculations
Lapse rates were obtained by taking the slope of the linear regression of temperature versus elevation, whereas FLHs were obtained by taking the $y$-intercept of a linear regression of elevation versus temperature. Errors on lapse rates and FLHs are defined as the SEs on the respective regression coefficients. Modern lapse rates were calculated from shielded air-temperature loggers deployed on the Rwenzori Mountains, western Uganda, in combination with station data from the Global Summary of the Day data set and National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis data (40) from the regions encompassing the Rwenzori Mountains and Mount Kenya (fig. S5). Because the free-air lapse rate from NCEP reanalysis data ($−5.8^\circ$C/km) was nearly identical to the environmental lapse rate we calculated from observational data in the Rwenzori Mountains of western Uganda ($−5.9^\circ$C/km), and an analysis of covariance test showed that individual regressions of these three data sets are not significantly different ($P = 0.22$), we estimated the modern regional lapse rate from all three data sets combined. Site-specific modern free-air temperatures, including that at the sea surface, were calculated from the regional lapse rate.

For each site, changes in temperature ($\Delta T$) were calculated by subtracting the mean LGM ($20.1$ to $23.4$ ka) temperature from mean PI era ($0$ to $2$ ka) temperatures. This approach reduces systematic calibration error and site-specific effects because the GDGTs are likely to more accurately record the difference between LGM and recent temperature than the absolute values. Errors used in the weighted mean were calculated as bootstrapped errors on the reconstruction. Absolute LGM temperatures were calculated by subtracting $\Delta T$ from the recent ($0$ to $2$ ka) temperatures at each site.

Both sea and lake levels changed during the LGM relative to the present, requiring that we adjust the elevation of the reconstructed LGM temperatures to estimate $\Delta \Gamma_{\text{LGM}}$. To account for lake-level change at the LGM, we lowered the elevations of Lakes Tanganyika and Malawi by 160 m (41) and 100 m (42), respectively, based on lake-level reconstructions. The sea surface was lowered by 130 m (43). The elevations of Lake Rutundu and Sacred Lake were considered the same as modern elevations because both lakes are very shallow ($10.8$ and $5.0$ m, respectively).

Paleoclimate model analysis
We analyzed simulations completed for CMIP5/PMIP3 (tables S4 and S5) (44). These simulations were completed at varying resolutions (table S6), and their boundary conditions generally followed the PMIP3 protocols with a few exceptions. For the PI simulation, the models used atmospheric greenhouse gas concentrations at 1750 CE levels [$\text{CO}_2 = 280$ parts per million (ppm), $\text{CH}_4 = 760$ parts per billion (ppb), $\text{N}_2\text{O} = 270$ ppb] and orbital parameters for 1950 CE. For the LGM simulation, the models used atmospheric greenhouse gas concentrations inferred from ice cores [$\text{CO}_2 = 185$ ppm, $\text{CH}_4 = 350$ ppb, $\text{N}_2\text{O} = 200$ ppb] (45–47), 21-kka orbital parameters (48), and altered continental topography, land-sea mask, and ice-sheet extent based on a blended product of three different ice-sheet reconstructions (49–51). Exceptions to the CMIP5 boundary conditions included the ice-sheet configuration used by the Goddard Institute for Space Studies model, which is qualitatively similar to the CMIP5 blended product, and vegetation distributions that are not consistently set among the models.

Atmospheric temperature and specific humidity output from the LGM and PI experiments were averaged over 100-year output for the region covered by the GDGT temperature reconstructions ($12^\circ$S to $5^\circ$N, $28^\circ$E to $40^\circ$E) from the levels of 925, 850, 700, 600, 500, 400, and 300 mbar (fig. S7). Lapse rates were calculated by regressing the annual mean temperature against elevation, which was calculated from the associated geopotential heights. Lapse rates from the PI and LGM experiments were used to calculate changes in free-air temperatures at the elevations associated with the quantitative paleotemperature reconstructions, accounting for lake- and sea-level changes outlined above. Lapse-rate changes for each model were also calculated for comparison with the observed data. To test the correlation between humidity and lapse-rate changes, we calculated the level thickness–weighted average atmospheric relative and specific humidity and conducted a two-tailed $t$ test between the change in atmospheric humidity and lapse rate between the LGM and PI.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/3/1/e1600815/DC1
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