Laboratory unraveling of matter accretion in young stars
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Accretion dynamics in the formation of young stars is still a matter of debate because of limitations in observations and modeling. Through scaled laboratory experiments of collimated plasma accretion onto a solid in the presence of a magnetic field, we open a first window on this phenomenon by tracking, with spatial and temporal resolution, the dynamics of the system and simultaneously measuring multiband emissions. We observe in these experiments that matter, upon impact, is ejected laterally from the solid surface and then refocused by the magnetic field toward the incoming stream. This ejected matter forms a plasma shell that envelops the shocked core, reducing escaped x-ray emission. This finding demonstrates one possible structure reconciling current discrepancies between mass accretion rates derived from x-ray and optical observations, respectively.

INTRODUCTION

The accretion of matter is a process that plays a central role in varied astrophysical systems across the mass spectrum (1, 2). It determines the exchange of mass, energy, and angular momentum between the accreting object and its surroundings and, eventually, the formation of planetary systems around stars. In the context of young stars, during the early stages of formation and evolution toward the main sequence phase, the final mass of the forming star is therefore determined by the accretion process. Hence, the analysis of accreting young stars and the structure by which matter settles on the star is of wide interest in the context of star and planet formation in general.

In our present understanding, referred to as the magnetospheric accretion model, matter (temperature, 2000 K; electron plasma density, $10^{11}$ to $10^{13}$ cm$^{-3}$) is accreted onto young stars through magnetized ($B = 0.01$ to $0.1$ T) accretion columns that connect the surrounding material [from the envelope in the early phases or the edge of the disk in the classical T Tauri stage (3)] to the star’s surface (4, 5). Guided along the lines of the magnetic field that connects the surrounding material to the star, matter falls at free-fall velocity, that is, with a speed of the order of 500 km/s, and impacts onto the stellar chromosphere. A shock forms at the interaction between the accretion stream and the chromosphere, and the postshock plasma is heated to a few million degrees [for example, Argiroffi et al. (6)], with a preshock velocity of the order of 500 km/s and a postshock reduced speed of about 100 km/s. Therefore, excess emission of ultraviolet (UV) radiation and x-rays is expected to originate from this hot plasma. Investigating the shock structure and the high energy emission from the central star and its components (corona, accretion shocks, and jets) is crucial because this emission can influence important aspects of the star-disk system: It can alter the physical and chemical structures of the disk around the young star, with effects also on the disk’s lifetime (7), and by itself, it can be used as a diagnostic tool to study the properties of the accreting material and the shock physics.

Hence, analyzing the emission from these stars, in the x-ray band in particular, has been thought to allow insight into the accretion phenomenon (8, 9) as well as into mass accretion rates [for example, Kastner et al. (10), Stelzer and Schmitt (11), and Curran et al. (12)].

Mass accretion rates are inferred in several ways. This can be done, for instance, through the analysis of optical observations [for example, Herczeg and Hillenbrand (13)], that is, by deducing the star accretion luminosity from its optical emission line’s luminosities through an empirical relation, after which the mass accretion rate can be deduced from the accretion luminosity (14). More recently, the mass accretion rate of classical T Tauri stars (CTTs) has been derived from their soft x-ray emission [for example, Argiroffi et al. (6), Schmitt et al. (15), and Günther et al. (16)]. For all methods, it is assumed that (i) the stream impacts the stellar surface with free-fall velocity from a distance equal to a few (typically five) times the radius of the star and (ii) the impact region is in stationary conditions, namely, the velocity, density, and temperature of the shock-heated plasma do not change in time.

Present issues with inferring mass accretion rates from observations of young stars

However, observations from CTTs, where the accretion process is significant, show that there are significant discrepancies [for example,
tion of x-rays arising from the ionized central core, thus supporting the physical simulations (Fig. 1D). Furthermore, when postprocessing the which we well consist with three-dimensional (3D) MHD simulations of the laboratory experiment (Fig. 1B) and with 2D MHD-scaled astrophysical simulations (Fig. 1D). Furthermore, when postprocessing the astrophysical simulation (Fig. 3), this shell is observed to induce absorption of x-rays arising from the ionized central core, thus supporting the scenario of x-ray flux lowering by local medium surrounding the shocked region (23).

Setup of the laboratory experiment and scalability to the astrophysical configuration
To investigate the accretion dynamics of CTTSs in the laboratory, and as shown in Fig. 1A, we create a collimated narrow (diameter, 1 mm) plasma stream by imposing a high-strength \( B_z = 20 \) T external and uniform poloidal magnetic field on an expanding plasma, ablated by a high-power laser (duration, 1 ns; \( 10^{13} \) W/cm\(^2\)) (26, 36). The stream \( v_{\text{stream}} = 750 \) km/s; \( 2 \times 10^{15} \) cm\(^{-3}\), plasma electron density; plasma electron temperature, 0.1 MK (37) propagates parallel to the lines of the large-scale external magnetic field, as in the present picture of mass accretion in CTTSs, impacting onto an obstacle mimicking the high-density region of the star chromosphere (see Materials and Methods). The uniqueness of this laboratory experiment is not only in coupling laser-produced plasma with an externally applied, high-strength magnetic field but also in being fully 3D and in allowing simultaneous optical and x-ray emission measurements (see Fig. 1A). This setup differs in several notable ways from previous experiments focused on investigating radiative accretion shocks, where magnetic fields are totally absent (while the presence of the magnetic field is crucial in reproducing CTTSs observations in a realistic way), and in which the use of “shock tubes” (38, 39) affects the dynamics of the constrained plasma.

As detailed in the Materials and Methods, we have verified that, between the two systems in which the accretion shock is not radiation-dominated (38), dimensionless scaling parameters (40) are similar and that the absence of relevant gravity in the laboratory does not preclude similarity because its effects will be significant only at late times (see below). Regarding the \( \beta \) parameter (the ratio of the plasma pressure...
to the magnetic pressure), this varies in the laboratory from <1 for the incoming stream to >1 in the shocked region (see Materials and Methods). This is imposed by the accessible laboratory conditions (lower plasma density streams are more difficult to diagnose, and higher-strength magnetic field would lead to destructive setups). These conditions are similar to what can be inferred in CTTSs when using stream densities as those typically inferred from x-ray observations ($10^{11}$ cm$^{-3}$) and the lowest magnetic field values observed in CTTSs ($7 \times 10^{-4}$ T). Such value of magnetic field strength, is lower than expected ($7 \times 10^{-2}$ T). However, we stress that there is a vast variety of physical conditions that are relevant to accretion streams in CTTSs. Hence, the physical case investigated here is a representative of a class of streams with $b \geq 1$ and allows the unveiling of the evolution of the stream following its impact and the morphology of the postshock plasma under the strong influence of the magnetic field, notably the formation of the shell surrounding the shocked core region. In this case, the verified scaling (see Materials and Methods) between the two systems leads to the evolution of the laboratory plasma over (10 ns, 1 mm) replicating that in CTTSs over (300 s, 3 $\times 10^4$ km). Note that we also varied the laboratory magnetic field strength from 6 to 30 T and, in all cases, verified the formation of a distinct dense and ionized shell around the shocked core.

**RESULTS**

**A dense shell forms around the shocked core structure**

As shown in Fig. 1 (B to D), what is observed in the laboratory and substantiated by the two MHD (in 2D and 3D) simulations (see Materials and Methods) is consistent with the following scenario: On impact, the stream, halted by the obstacle, induces the formation of an inward shock and of a reverse shock within the stream itself. The front of the reverse shock is localized by the density jump observed at Fig. 2. Visible and x-ray emissions produced simultaneously by the shocked core and shell plasmas as recorded in the laboratory. (A) Visible [time- and space-resolved; here, the obstacle is a CF$_2$ target, whereas the stream is generated from a PVC ($C_2H_3Cl$) laser-irradiated target] and (B) x-ray (integrated in time and in space over $0 < z < 1$ mm, that is, near the obstacle but spectrally resolved) emissions from the laboratory plasma. Note that, here, contrary to (A), the obstacle is a PVC ($C_2H_3Cl$) target, whereas the stream is generated from a laser-irradiated CF$_2$ target. However, we observe that the plasma density dynamics and characteristics (density and temperature) are the same whenever the laser target and obstacle targets are swapped. In (B), the configuration using a CF$_2$ stream-source target is used because the spectrometer records the spectrum corresponding to the fluorine ions and that most (95 %) of the plasma seen above the obstacle is composed of stream material, as precisely analyzed by recording F-ion emissions solely originating from stream or obstacle material. The spectrum shown in (B) uses the configuration of a CF$_2$ stream-source target because it leads to stronger emissions compared to when using the reverse configuration of a CF$_2$ obstacle target. Overlaid are the simulations of the emissions produced by two plasma components having the densities of the core and shell, respectively, and temperatures of 0.58 MK (50 eV) and 3.7 MK (320 eV), respectively. Note that the modeled spectra are offset along the photon energy scale for better visibility (note also that the Ly$\alpha$ line corresponds to the emission of H-like state F ions and that the He series to the emission of He-like state F ions). a.u., arbitrary unit.

![Fig. 2. Visible and x-ray emissions produced simultaneously by the shocked core and shell plasmas as recorded in the laboratory.](image)

**Fig. 3. Simulation of reduced x-ray emissivity from a young star due to local absorption in the shell.** (A) Time-integrated x-ray emissivity maps (the color bar is in erg/s per grid cell) (23) postprocessed from the astrophysical simulation shown in Fig. 1D and looking along an axis perpendicular to the incident stream. (B) Same as (A) but taking into account the local absorption effect (see Materials and Methods). (C) The emitted spectrum, synthesized from the numerical model used for (A) and (B), in the energy range of the He-like O VII triplet and using the response function of the medium energy grating (MEG) of the Chandra satellite, with (red) and without (blue) the local absorption. Observation capabilities of maps such as (A) and (B) are unlikely, in contrast to spectra that can be directly compared with astrophysical data, such as the one shown in the inset of (C), which displays the spectrum from the CTTS TW Hydrae observed by MEG/Chandra (9). The unit of the ordinates of the inset is counts per bin.
the edge of the central core in Fig. 1 (B to D). As shown in the Supplementary Materials, we verify that, in the laboratory, the increase of the plasma electron density in the core postshock region corresponds closely to what is expected from the Rankine-Hugoniot strong-shock conditions (28).

Simultaneously, driven by the thermal pressure, which locally overcomes the magnetic pressure (β > 1), the highly conductive and shock-heated core plasma expands radially outward, compressing and distorting the magnetic field lines (Fig. 1D, white lines). Lateral expansion is then halted by the increasing magnetic field, which redirects the plasma flow toward the stream and forms an enveloping structure that we denote here as the “shell.” In Fig. 1 (B to D), we observe the ejected flow, the shell quickly overtaking (along z) the propagating reverse shock due to the longitudinal redirection of the ejected flow.

We stress that the plasma β of the core overwhelmingly determines the shell formation. For the regimes investigated here, radiative losses and thermal conduction play an obvious role in determining the details of the thermodynamic properties of the laboratory and astrophysical plasmas and, for example, their spectral signatures. However, as long as the core plasma β are similar (30 and 107 for the laboratory and astrophysical plasmas, respectively; see table S2), the dynamics of the formation shell is largely insensitive to these details.

We also note that the laboratory accretion streams are sustained and interact with the obstacle over a time scale that is long compared to that of the formation of the shell (that is, those shown in Fig. 1C). Nevertheless, the absence of a gravitational field capable to exert an influence on the plasma hampers our ability to experimentally reproduce the long-term dynamics of an idealized astrophysical accretion column (25). Instead, the experiments are limited to the initial impact and formation of the plasma shell when gravity does not have an appreciable role (which is valid for the first two frames of Fig. 1, C and D; see Materials and Methods). This is confirmed by comparing the simulations without gravity presented in our paper (Fig. 1D and movie S2) with long-term astrophysical MHD simulations that include gravity (25). Such comparison shows that the initial dynamics and shell formation are qualitatively similar and are largely unaffected by gravitational forces.

Our simulations do not account for radiative transfer effects, as detailed in the “Synthesis of the x-ray emission and comparison with astrophysical objects” section. This assumption can be considered valid only in the hot postshock slab and in the corona (21). There, the thermal conduction together with the radiative losses from optically thin plasma plays a significant role in the energy budget. In particular, the intense radiative cooling at the base of the slab robs the postshock plasma of pressure support, causing the material above the cooled layer to collapse. As a result, the shock position can vary in time (25). The thermal conduction acts as an additional cooling mechanism of the hot slab, draining energy from the shock-heated plasma to the chromosphere, and partially limits the growth of thermal instabilities (25).

On the contrary, the cold and dense material of the stream and that of the chromosphere are most likely optically thick. As a result, the radiative transfer is expected to play a significant role in the energy budget, whereas the thermal conduction should be negligible. The main effects are expected in the unshocked accretion column where the downfalling material can be radiatively heated to temperatures up to 10⁸ K (21). Also, the optically thick material of the chromosphere and/or of the unshocked stream located along the line of sight (LoS) is expected to partially absorb the x-ray emission arising from the hot postshock slab. Note that we do not consider the effects of radiative transfer on the dynamics and energetics of the system, but we account for the absorption in the synthesis of x-ray emission, as described in the “Synthesis of the x-ray emission and comparison with astrophysical objects” section. For this reason, our modeling is not entirely self-consistent. Nevertheless, we expect that the evolution of the hot (T > 1 MK) postshock plasma is accurately modeled by radiative cooling.

Both the shocked core plasma and the shell are simultaneously observed in the recorded laboratory plasma emissivities. The reverse shock front and its temporal evolution, propagating up the stream at ~14 ± 3 km/s, are clearly seen in the streaked visible emission (see Materials and Methods) of the laboratory plasma (Fig. 2A): The reverse shock front identified in the density maps (Fig. 2A, red points) corresponds closely to the edge of the bright emitting, core postshock region that expands toward the incoming stream. In the same emission map, we can also clearly identify the shell, of reduced brightness, with its expansion front in the density maps (Fig. 1C, yellow points). Similarly, the x-ray laboratory emission originating near the obstacle surface (Fig. 2B), analyzed by our nonsteady model (37) and detailed in the Supplementary Information, displays features characteristic of two distinct plasma components. Here, the appearance of intense He-series lines (from emitting He-like ionized F ions) is the witness of a plasma component having a low temperature (0.6 ± 0.1 MK) at a density that corresponds well to the core density observed in Fig. 1C. The simultaneous observation of a strong Lyα line (from emitting H-like ionized F ions) attests the presence of a higher electron temperature plasma, that is, at 3.7 MK, analyzed using the atomic code FLYCHK (41). This synthetic radiation, derived from the ratio between the Heβ and Lyα line intensities, has a volume and a density consistent with those of the measured shell plasma (Fig. 1C). Note that both shell and core temperatures derived this way are also well consistent with the laboratory simulation, as detailed in the Supplementary Information.

**DISCUSSION**

**Impact of the observed shell on x-rays emitted by the shocked core**

The dense and ionized shell, revealed here in the laboratory experiment and observed in the laboratory and astrophysical simulations, is seen in the latter case to modify the x-ray emission originating from the accretion region. From the x-ray emission computed from the simulation shown in Fig. 1D and comparing the results with and without local absorption effects (see Materials and Methods) taken into account (Fig. 3), we observe that the x-ray flux is significantly reduced when the local absorption is included. Thus, our results reveal that taking into account the effect of the absorption by the dense and cold shell indeed participates in the lowering of the x-ray flux that can be observed originating from such stars and, thus, influences the value of the mass accretion rate that can be inferred. The set of parameters accessible in the experiment, when scaled to the astrophysical case, corresponds to a situation where the obscuration effect (Fig. 3C) is moderate. We can expect that, for accretion streams characterized by high densities, a larger amount of optically thick material will surround the x-ray–emitting slab, inducing heavier obscuration of emitted x-rays.

**Conclusion and outlook**

Our results thus point to the crucial necessity to correctly account for plasma absorption to interpret and model accretion processes in young stars. Doing so allows for a more accurate, with respect to alternate scenarios, modeling of observations (22–24), thus supporting the plausibility of the dynamics highlighted here and suggesting that these conditions are
present in CTTSs. The laboratory platform developed here also opens up the investigation of a number of other issues. For example, by changing the orientation of the stream with respect to the magnetic field, alternative channels of accretion can be explored (42).

MATERIALS AND METHODS

Experimental design: Experiment coupling lasers and magnetic field (plasma generation)

The experiment was performed at the Equipement Laser de Forte Intensité et Energie (ELFIE) Nd:glass laser facility of the Laboratoire pour l’Utilisation des Lasers Intenses (LULI) laboratory, at Ecole Polytechnique (France) (43), using its chirped laser pulse, delivering 40 J of energy within a 0.6-ns full width at half maximum duration pulse at the wavelength $\lambda = 1057$ nm. This laser beam was focused on target over a 700-μm diameter flat-top spot, which gives an intensity of $I_{\text{max}} = 1.6 \times 10^{13}$ W cm$^{-2}$. The target was a flat solid from which, following laser irradiation, a hot plasma was created, was expanded into a vacuum, and was funnelled over 3 mm into a collimated stream (26, 36, 44) by the action of a large-scale, steady poloidal external magnetic field (35) having a strength from 6 to 30 T, 20 T being the magnetic strength used for the results reported in the main text. The collimated plasma stream followed the magnetic field lines to hit a secondary solid target at a distance of 11.7 mm from the first target. When hitting this secondary obstacle target, the stream had a constant (over more than 100 ns) diameter of ~1.4 mm and a plasma electron density of ~1.5 × 10$^{18}$ cm$^{-3}$ when using 20 T for the magnetic field and ~1.5 mm and ~1.2 × 10$^{18}$ cm$^{-3}$ for the same quantities when using 6 T for the magnetic field, as detailed in tables S3 and S4. At 20 T, the measured plasma electron temperature was ~10 eV or 0.1 MK (37, 44). We used two different materials, that is, polyvinyl chloride [PVC ($\text{C}_2\text{H}_3\text{Cl}$)$_n$] and Teflon (CF$_2$), for the two targets to be able to distinguish, through x-ray spectroscopy of the F-emitting ions (see below), the characteristics of the plasma coming from the impacting stream from the characteristics of the plasma ablated from the obstacle. These two materials were interchanged between shots between the primary and the secondary targets, that is, if the primary target is PVC, then the secondary target is Teflon and vice versa.

Both targets were situated at the center of a high-current Helmholtz coil system (35), constructed at the Laboratoire National des Champs Magnétiques Intenses in Toulouse (France). The Helmholtz coil was inserted inside a reentrant tube, enabling it to work at air, to allow heat dissipation and prevent any problems related to electric arcing (see also fig. S1). Two perpendicular apertures managed within the coil structure allowed free access to the laser beams propagating in the vacuum of the target chamber and allowed both targets to be inserted at the center of the coil and the diagnostics to have a free LoS to probe the plasma dynamics perpendicularly to the main axis of the stream expansion. The Helmholtz coils were coupled to a capacitor bank (32 kJ/16 kV) that delivered 20 kA to the coils to generate up to a 20-T pulsed magnetic field in the center of the coils. The current discharge in the coils took place over 204 μs (a half period of a sinusoid), and the laser irradiation was synchronized with the peak of the discharge, that is, when the magnetic field reaches its maximum strength. Hence, we can consider the magnetic field to be steady over several microseconds, which is much longer than the plasma dynamics investigated in the experiment (120 ns). The magnetic field was homogeneous in the longitudinal and radial directions over 40 mm (axially) and 20 mm (radially), respectively, which was much larger than the typical scales of the plasma dynamics (typically 12 mm axially and 5 mm radially).

Scalability between the laboratory and astrophysical plasmas

Scaling the laboratory flows to the astrophysical flows relied on the two systems described accurately enough by ideal MHD (40). The experiments relied on generating a relatively hot, conductive and inviscid, plasma so that the relevant dimensionless parameters are in the correct regime. Section S3 of the Supplementary Information details the respective parameters of the two plasmas. For both laboratory and astrophysical flows, respectively, in the initial conditions, that is, in the incoming stream, the Peclet number, which is the ratio of heat convection to the heat conduction, was 10 and 8 × 10$^{8}$, respectively; the Reynolds number, which is the ratio of the inertial force to the viscous one, was 4.6 × 10$^{7}$ and 2.6 × 10$^{11}$, respectively; and the magnetic Reynolds number, which is the ratio of the convection over ohmic dissipation, was 34 and 3.5 × 10$^{5}$, respectively. Hence, they were all $\gg 1$ for the two systems. We also quantitatively verified that the two scaling quantities determined in the study by Ryutov et al. (40), that is, the Euler ($\sqrt{\frac{v}{\rho}}$ number) (40.8 in the laboratory case and 87 in the astrophysical case) and the Alven ($B/\sqrt{\rho}$, where $B$ is the magnetic field) number (1.1 × 10$^{-2}$ in the laboratory case and 1.2 × 10$^{-2}$ in the astrophysical case), were very similar between the two systems. This ensures that both MHD systems evolved in a similar way.

The scaling of the stream radius between the experiment and the CTTS simulation, which leads to 1 mm in the experiment corresponding to 3 × 10$^{10}$ mm (3 × 10$^{4}$ km) in the astrophysical situation, was done as follows. We used the following known quantities as a basis: stream radius ($r$), stream velocity ($v$), and stream density ($\rho$). Here, we used the 20-T case shown in Fig. 1C for the laboratory plasma and the ones of the PLUTO simulation shown in Fig. 1D: $r_{\text{lab}} = 0.7$ mm and $r_{\text{astro}} = 0.5 \times 10^{13}$ mm; $v_{\text{lab}} = 100$ to 1000 km/s [we measured only the 1000 km/s velocity of the detectable edge of the stream, its velocity decreasing with time as $1/t$ (44)]; $v_{\text{astro}} = 500$ km/s; $\rho_{\text{lab}} = 9.7 \times 10^{-6}$ g/cm$^3$ and $\rho_{\text{astro}} = 10^{-13}$ g/cm$^3$. From these, we can retrieve the following scaling factors (40): $a = r_{\text{astro}}/r_{\text{lab}} = 7.1 \times 10^{10}$, $b = \rho_{\text{astro}}/\rho_{\text{lab}} = 10^{-8}$, $c = v_{\text{astro}}/v_{\text{lab}} = 5$ to 0.5.

This allowed us to obtain the temporal scaling, which is $t_{\text{astro}} = (a/c) \times t_{\text{lab}}$. Hence, we can assess that, for $t > 10$ ns, when the stream velocity has dropped to ≤100 km/s, a time of 10-ns duration is equivalent to 143 s. This corresponds well to the respective temporal evolutions of the laboratory and astrophysically simulated plasmas observed in Fig. 1.

We also note that we have a good correspondence with respect to the magnetic field scaling, which is $B_{\text{astro}} = (c/\sqrt{b}) B_{\text{lab}}$. At the initial time of the impact that is, using a stream velocity of 1000 km/s), this would yield $B_{\text{astro}} = 10^{-3}$ T for $B_{\text{lab}} = 20$ T, which corresponds well with the value $7 \times 10^{-4}$ T used in the PLUTO astrophysical simulation.

We note that the magnetization of the electrons and of the ions is in good correspondence between the laboratory and astrophysical situations (see section S3 of the Supplementary Information), where in the incoming stream, ions are not magnetized, whereas the electrons are magnetized. For the rest of the dynamics, that is, after the plasma has been shocked through the impact onto the surface, both species are magnetized. One difference between the astrophysical and laboratory dynamics is, however, the thermalization time between ions and electrons. In the stream, the ions have most of the ram energy because of their mass compared to the electrons. They attain a higher gain in thermal energy through the shock by isotropization of this ram energy.
For the electrons, the temperature gain is almost negligible. The electrons can only be heated by the ions, through collisions. Regarding the density and temperature conditions reached after the shock in both cases, one can see in section S3 of the Supplementary Information that the equilibration time in the laboratory-shocked plasma is of the order of 30 ns, which was quite long compared with the time necessary for the particles to travel through the shocked region. However, in the astrophysical situation, this equilibration time was 2.5 s, which is actually negligible compared with the time necessary for the particles to travel through the shock. Consequently, in the laboratory plasma, the ion and electron temperature is decoupled during the dynamic of transit of both species, which are going through the core before being ejected out of it, to form the shell (see main text). As a consequence, in the laboratory, the electron temperature is higher in the shell than in the core. In contrast, in the astrophysical situation, the thermalization is fast enough for the electrons and ions to quickly gain the same temperature after the shock. The maximum temperature of the electrons is then already reached in the core, and the cooling by radiation leads to the temperature in the shell to be lower than in the core.

Finally, regarding the effect of the gravity, because it was absent in the laboratory experiment, we can state that, in the laboratory case, the effects of gravity on the postshock flow (and on the plasma in general) are negligible over the duration of the experiments. However, in the astrophysical context, gravitational forces are important and will tend to decelerate, over a time scale $\tau_G \sim \frac{v_{bs}}{g}$ (where $g = GM/R^2$ is the gravitational acceleration and $v_{bs}$ is the characteristic speed of the backflow), the shell plasma that escapes from the shock regions and flows back along the accretion column. The time scale $\tau_G$ can be estimated by considering that the backflowing plasma was driven by the thermal energy gained in the accretion shocks. Its characteristic speed will then be of the order of the sound speed in the postshock; thus, we can write $v_{bs} \sim c_s - \sqrt{\frac{b_h T}{\mu_m} - \frac{1}{4} v_{fj}}$, where for the last relation, we have used the fact that, for a strong shock, the postshock temperature is given by $k_B T \sim \frac{1}{4} \mu_m v_{fj}^2$, where $v_{fj}$ is the free-fall speed of the accretion flow. Thus, upon impact of the accretion flow onto the stellar surface, gravity will become important for times $\gtrsim \tau_G \sim R/(3 v_{bs})$. As an example, for values appropriate to the CITTS MP Mus, $R = 1.3$ R$_\odot$ and $M = 1.2$ M$_\odot$ (6), this time scale is $\tau_G \sim 700$ s, which is consistent with simulations done with gravity included and with what can be seen in Fig. 1D of the main text.

Experimental diagnostics
The plasma dynamics were diagnosed using mainly four complementary diagnostics: (i) an optical diagnostic using a short-pulse laser coupled to an interferometer, allowing to measure in a snapshot the electron plasma density in the range from $5 \times 10^{16}$ to $5 \times 10^{20}$ cm$^{-3}$ (45); (ii) a monochromatic x-ray radiography diagnostic using a short-pulse laser-driven backlighter, allowing to probe the plasma density in higher-density regions than the optical probe (46); (iii) a time-resolved and 1D space-resolved (along the main incoming jet and plasma expansion axis that is along the z axis) measurement of the plasma self-emission in the visible range, that is, exploiting streaked optical pyrometry (SOP) (47); and (iv) an x-ray spectrometer collecting the emission from the F-ions in the plasma to retrieve the plasma density and temperature (37). The first two diagnostics are 2D space and time-resolved, the third diagnostic is 1D space (along the z axis) and time-resolved, and the fourth diagnostic is 1D space-resolved (along the z axis) and time-integrated. The analysis techniques of the various diagnostics are detailed in the Supplementary Information.

Astrophysical simulations
The 2D astrophysical simulations are performed using the PLUTO code (48), which is a modular Godunov-type code for astrophysical plasmas. It provides a multiphysics, multialgorithm modular environment, which is detailed in the Supplementary Information, particularly oriented toward the treatment of astrophysical flows in the presence of discontinuities as in the case treated here.

The initial conditions of the simulations represent an accretion stream with constant plasma density and velocity, propagating through the stellar corona. The initial unperturbed stellar atmosphere was assumed to be magnetostatic. In detail, we adapted the wind model of Orlando et al. (49) to calculate the initial vertical profiles of mass density and temperature from the base of the transition region ($T = 10^4$ K) to the corona. Thus, the stellar atmosphere consists of a hot (maximum temperature $\approx 10^6$ K) and tenuous ($n_T \approx 2 \times 10^6$ cm$^{-3}$) corona linked through a steep transition region to an isothermal chromosphere that is uniform at temperature ($10^4$ K) and is $8.5 \times 10^6$ cm thick. Note that the radiative losses are set equal to zero in the chromosphere to keep it in equilibrium. Initially, the stream is in pressure equilibrium with the stellar corona and has a circular cross section with a radius $r_{str} = 5 \times 10^6$ cm. We considered the case of a stream with density and velocity compatible with those derived from the analysis of the x-ray spectra of MP Mus (6), namely, $n_{str} = 10^9$ cm$^{-3}$ and $v_{str} = 500$ km/s at a height $z = 2.1 \times 10^{10}$ cm above the stellar surface as reference; then, we considered additional simulations slightly varying the value of stream density around the reference value. The stream temperature is determined by the pressure balance across the stream lateral boundary. The unperturbed stellar magnetic field is assumed to be uniform, aligned with the stream axis, and perpendicular to the stellar surface. Because the stream impact reproduced in the laboratory experiment has an evolution that resembles that of the intermediate run By-10 in the study by Orlando et al. (25), we considered magnetic field strengths that lead to a plasma $\beta$ in the postshock region similar to that of run By-10, namely, ranging from 1 to 100. For the values of the stream density explored, the magnetic field strength ranges from $7 \times 10^{-3}$ to $5 \times 10^{-3}$ T. Note that the values of magnetic field strength used here are slightly lower than those expected in CITTSs (see main text). However, our primary goal was to reproduce the evolution of the stream impact and the morphology of the postshock plasma observed in the laboratory experiment. Both the evolution and the morphology are guided by the plasma $\beta$ value of the postshock region, which we reproduced using physical parameters as close as possible to the parameters characterizing stream impacts in CITTSs. A summary of all the simulations performed is given in section S1 of the Supplementary Information.

Synthesis of the x-ray emission and comparison with astrophysical objects
For Fig. 3, we synthesized the x-ray maps and the spectra from the D5e10-B07 model (see section S1 of the Supplementary Information). We derived both the maps and the spectra, taking into account the local absorption of the surrounding medium along the LoS or neglecting these effects. This approach allows us to infer the role of the local absorption on the detectability of the emission from the accretion shock.

The method to synthesize the maps and the spectra that can be directly compared with observations of accretion shocks consists of several steps of a tool properly developed to handle the high energy emission from shocks, as discussed in the study by Bonito et al. (23). From the bidimensional maps of the density, velocity, and temperature of the plasma simulated with the PLUTO code, we reconstructed the 3D
maps by rotating the 2D slab around the symmetry z axis (reducing the original resolution of the numerical simulations). From the values of the temperature and emission measure (EM) in each computational cell, assuming metal abundances of 0.5 of the solar values [in agreement with x-ray observations of CTTSs (50)], we synthesized the corresponding emission using the Chianti atomic database (51). We took into account the local absorption by computing the x-ray spectrum from each cell and by filtering it through the absorption column density along the LoS, that is, we took into account the emission from each cell and the absorption of each cell in front along the LoS (23). We used the absorption cross sections as a function of wavelength from the study by Balucinska-Church and McCammon (52) to compute the absorption, due mainly to cold material, as the soft x-ray opacity drops at high temperature [T > 10^6 K (53)]. We also subtracted the emission from the coronal component and neglected the absorption due to the interstellar medium. We synthesized the x-ray maps and spectra emerging from the shock region by integrating the absorbed x-ray spectra from the cells in the whole domain.

Note that our astrophysical simulations do not include the effects of radiative transfer so that they are not entirely self-consistent. However, the radiative transfer is expected to affect mostly the material of the pre-shock stream, developing a region of radiatively heated gas (a precursor) in the unshocked accretion column (21). Hence, this heating mechanism does not significantly affect the dynamics of the postshock plasma (21).

Simulation of the laboratory experiment using the GORGON code

The laboratory simulations of the accretion experiments were performed using the 3D resistive MHD code GORGON (54, 55), a highly parallel 3D MHD code. The model describes a bi-temperature, single-fluid resistive plasma in an optically thin regime, with isotropic Braginskii-like transport coefficients. We modeled the entire experiment (as detailed in section S7 of the Supplementary Information), starting from the initial expansion of the laser-produced plasma from the first laser-irradiated target, to the impact and accretion of the collimated stream on the obstacle. The initial precursor plasma evolution, as generated by the laser irradiation (up to 1 ns), was modeled in axisymmetric, cylindrical geometry with the 2D, three-temperature, Lagrangian, radiation hydrodynamic code DUED (56). The laser parameters are taken to be similar to the experimental ones. The magnetic field is initially perpendicular to both laser and obstacle targets and has a magnitude of 20 T. We consider “outflow” boundary conditions for the flow and a continuous perpendicular component for the magnetic field.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/3/11/e1700982/DC1

Supplementary Information
section S1. Astrophysical accretion modeling using the PLUTO code
section S2. Experimental diagnostics
section S3. Comparative table of the laboratory and astrophysical plasma parameters
section S4. Temporal evolution of the 2D-resolved plasma electron density measurements of the magnetized accretion of the laboratory plasma at 20 T
section S5. Temporal evolution of the 2D-resolved density and temperature simulated maps of magnetized accretion dynamics in young stars
section S6. Experimental observations in the case of a 6- or 30-T applied magnetic field
section S7. Laboratory 3D MHD simulations using the GORGON code

fig. S1. Sketch of the astrophysical simulation box.
fig. S2. Radiative losses per unit EM for an optically thin plasma.
fig. S3. Cartoon showing the top view of the central coil region of the experimental setup and the diagnostics paths.
fig. S4. Shocked plasma density profiles as measured in the laboratory and simulated at the surface of a young star.
fig. S5. Illustration of the step transition observed in the transmitted x-rays between the target and vacuum or an ablated plasma expanding toward vacuum.
fig. S6. Results of the analysis of the x-ray radiographs.
fig. S7. Spectral response of the combined streak camera and filter set system used in the SOP diagnostic.
fig. S8. Best fit of the x-ray spectrum measured near the obstacle (PVC target, the stream being generated from a CF2 target) in the case of a magnetic field strength of B = 20 T and as obtained by the PrismSPECT code in steady-state mode for an electron temperature of 200 eV or 2.32 MK.
fig. S9. Comparison of experimental spectra (in black) recorded near the obstacle target for the cases of 20 T (left, here the obstacle is a PVC target, whereas the stream is generated from a CF2 target) and 6 T (right, here the obstacle is an Al target, whereas the stream is still generated from a CF2 target) applied B field, together with simulations (in red) of the He-like line series obtained using a recombination plasma model.
fig. S10. The spectrum measured for an applied magnetic field of 20 T (here, the obstacle is a PVC target, whereas the stream is generated from a CF2 target), in the range from 14.5 to 15.4 Å and containing the Lyα line and its dielectronic satellites.
fig. S11. Laboratory observation of magnetized accretion dynamics using a 6-T strength for the applied magnetic field.
fig. S12. Laboratory observation of magnetized accretion dynamics for various strengths of the applied magnetic field and using a larger distance between the stream-source target and the obstacle.
fig. S13. 2D slices of the decimal logarithm of the density of the accretion shock region at three different times for a carbon plasma.
fig. S14. 2D slices of ion and electron temperatures as well as plasma thermal beta at t = 22 ns (that is, 12 ns after the stream impacts the obstacle).
table S1. Parameters for the MHD models of accretion impacts.
table S2. Parameters of the laboratory accretion, with respect to the ones of the accretion streams in CTTSs for three distinct regions, namely, the incoming stream, the score, and the shell.
table S3. Parameters, experimentally retrieved from the interferometry diagnostic, of the jet, shell, and core in the case of an applied magnetic field of 6 T.
movie S1. An animation of the accretion dynamics recorded as a function of time in the laboratory in the case of an applied 20-T magnetic field.
movie S2. An animation of the accretion dynamics recorded as a function of time in the astrophysical simulation (case D5e10B07 of table S1, that is, as for Fig. 1D of the main text).
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