The alteration of wild populations has been discussed as a solution to a number of humanity’s most pressing ecological and public health concerns. Enabled by the recent revolution in genome editing, clustered regularly interspaced short palindromic repeats (CRISPR) gene drives—selfish genetic elements that can spread through populations even if they confer no advantage to their host organism—are rapidly emerging as the most promising approach. However, before real-world applications are considered, it is imperative to develop a clear understanding of the outcomes of drive release in nature. Toward this aim, we mathematically study the evolutionary dynamics of CRISPR gene drives. We demonstrate that the emergence of drive-resistant alleles presents a major challenge to previously reported constructs, and we show that an alternative design that selects against resistant alleles could greatly improve evolutionary stability. We discuss all results in the context of CRISPR technology and provide insights that inform the engineering of practical gene drive systems.

**INTRODUCTION**

Gene drive systems are selfish genetic elements that bias their own inheritance and spread through populations in a super-Mendelian fashion (Fig. 1A). These elements have been discussed as a means of contributing to the eradication of insect-borne diseases, such as malaria, reversing herbicide and pesticide resistance in agriculture, and controlling destructive invasive species (1–12). Various examples of gene drive can be found in nature, including transposons (13), Medea elements (14, 15), and segregation distorters (16–19), but for ecological engineering purposes, endonuclease gene drive systems received the most significant attention in the literature (1–10, 20–22). In general, these elements function by converting heterozygotes into drive homozygotes through a two-step process: (i) the drive construct, encoding a sequence-specific endonuclease, induces a double-strand break (DSB) at its own position on a homologous chromosome, and (ii) subsequent DSB repair by homologous recombination (HR) copies the drive into the break site. Any sequence adjacent to the endonuclease will be copied as well; if a gene is present, we refer to it as “cargo,” as it is “driven” by the endonuclease through the population.

Although originally proposed over a decade ago (1), the chief technical difficulty of this approach—inducing easily programmable cutting at arbitrary target sites—has only recently been overcome by the discovery and development of the clustered regularly interspaced short palindromic repeats (CRISPR)/CRISPR-associated protein 9 (Cas9) genome editing system (23–27). Briefly, Cas9 is an endonuclease whose target site is prescribed by an independently expressed guide RNA (gRNA) via a 20-nucleotide protospacer sequence. Because virtually any position in a genome can be uniquely targeted by Cas9, so-called RNA-guided gene drive elements can be constructed by inserting a suitable sequence encoding both Cas9 and gRNA(s).

Recent studies demonstrated highly functional CRISPR gene drive elements in mosquitoes (5, 6), yeast (7), and fruitflies (8). In each case, the basic construct consists of a copy of Cas9 with a single corresponding gRNA and cargo sequence (Fig. 1B). Despite drive inheritance of about 95%, on average, in the published studies (compared to 50% expected by Mendelian inheritance), the evolutionary stability of these constructs in large populations has been debated because of the potential emergence of drive resistance within a population (1, 2, 21). A resistant allele is anticipated to arise whenever the cell repairs the drive-induced DSB using nonhomologous end joining (NHEJ) instead of HR, a process that typically introduces a small insertion or deletion mutation at the target sequence. Because the reported constructs cut only at a single site, a substantial fraction of NHEJ events will create drive-resistant alleles that could prevent the construct from spreading to the entire population (Fig. 1B).

Drive resistance was first mathematically studied in the context of single-cutting homing endonuclease–based drive elements (21). There, it was concluded that drive is most effective when the fitness cost of the drive is low and the fitness cost of resistance is high (see section S1 for a description of that work). Unfortunately, in the drive constructs reported thus far, these two requirements are fundamentally at odds: the fitness cost of resistance arises from disruption of the target sequence, but the drive copies itself precisely by disrupting the target sequence.

Here, we study the evolutionary dynamics of an alternative drive architecture that decouples these effects by rescuing the function of the target gene, but only if the drive cassette is successfully copied. This design was first proposed conceptually by Esvelt et al. (2) but has not yet been modeled or constructed in the laboratory; hence, we refer to it here as the “proposed” construct. It involves targeting multiple sites within the 3’ end of a gene for cutting by the drive and including a completely genetically recoded (28–30) copy of this 3’ target sequence in the drive construct (Fig. 1C). The 3’ untranslated region of the gene is also replaced with an equivalent sequence to remove all homology between the cut sites and the drive components, which ensures that the drive cassette is copied as a single unit. If repair occurs by HR, then the target gene is restored to functionality as the drive is copied. However, if repair occurs by NHEJ, then the target gene is mutated, potentially resulting in a knockout and a corresponding loss of fitness. Using this design, drive resistance can be selected against by choosing an essential or even haploinsufficient gene as the drive target.

Because the success of this design is contingent on the ability to genetically recode the 3’ end of an essential gene without imposing a large fitness cost, we now briefly discuss the plausibility of this strategy. In a study of CRISPR-based gene drive in yeast, DiCarlo et al. (7)...
showed that a drive construct targeting the essential ABD1 gene and encoding a recoded copy of ABD1 functioned with high efficiency without exhibiting “any obvious fitness defects as compared to wild-type strains.” In the most comprehensive study of essential gene recoding to date, Ostrov et al. (30) showed that computationally minimizing disruption of existing RNA-binding motifs and secondary structures while preserving overall codon usage allowed the elimination of seven codons from 91% of essential genes in *Escherichia coli*, with an overall fitness cost of less than 10%. Moreover, many attempted recodings were costless on the first try without requiring optimization. Wang et al. (31) obtained similar results. Finally, work in *Drosophila* on underdominance-based drive systems (11, 32) has shown that partial recoding of haploinsufficient genes in metazoans is possible, although in both studies this involved RNA interference.

In addition to 3′ target recoding, the construct uses multiple gRNAs. The use of multiple gRNAs offers two important benefits with respect to resistance: (i) all gRNA target sites must be mutated or lost before a single allele becomes drive-resistant, and (ii) if cutting occurs at two or more gRNA target sites simultaneously, then the intervening DNA sequence is lost, resulting in a large deletion and a knockout of the target gene. This is in contrast to single-cutting constructs, where a knockout can be avoided by an in-frame indel or substitution mutation.

**RESULTS**

To study this construct, we formulate a deterministic model (see Materials and Methods and sections S2 and S7) that considers the evolution of a large population of diploid organisms and focuses on a specific locus with 2n + 2 alleles (Fig. 2A). First, there are the wild-type (W) allele and the gene drive allele with n gRNAs (D). There are then n distinct “cost-free” resistant alleles that are resistant to drive-induced cutting at 1, 2, …, n target sites but are otherwise identical to the wild type (denoted S1, S2, …, Sn). These could arise via, for example, mutations that block cutting by disrupting the gRNA target sequences but do not cause a shift in the reading frame. Finally, there are n distinct “costly” resistant alleles, which have fitness effects that are distinct from those of the wild type (denoted R1, R2, …, Rn). Only the alleles Sn and Rn are fully resistant to cutting by the drive. We also refer to the wild-type allele as S0 for notational convenience. Last, we say that individuals having genotype AB, where A and B are any of the
alleles above, have fitness \( f_{AB} \) (alternatively, genotype AB is associated with a cost \( 1 - f_{AB} \)) and produce gametes having haplotype C with probability \( p_{ABC} \). Note that these probabilities \( p_{ABC} \) abstract all individual-level drive dynamics and are agnostic to the mechanism that produces drive. We allow these parameters to be arbitrary for our analytical calculations and derive corresponding results that hold for any underlying drive mechanism—including both the previous drive constructs and the new ones considered here.

For numerical simulations, we further consider a mechanistic model that explicitly describes the mechanism of drive in individuals (Fig. 2B and section S7.3). We assume that, in the germ line of an individual that is heterozygous for a drive construct and a susceptible allele (\( DS_i \), where \( 0 \leq i < n \), or \( DR_i \) where \( 1 \leq i < n \)), each susceptible target site undergoes cutting independently with probability \( q \). If there is at least one cut, then HR occurs with probability \( P \), whereas NHEJ occurs with probability \( 1 - P \). If HR occurs, then the cell is converted to a drive homozygote. However, if mutagenic NHEJ occurs, there are a few possibilities, depending on the number of cuts.

If there is exactly one cut, then one gRNA target is lost on the susceptible allele. If the susceptible allele was initially functional (S), then with probability \( \gamma \), it retains function and converts to \( S_{i+1} \); otherwise, it loses function and converts to \( R_{i+1} \). We assume that the parameter \( \gamma \) is the probability that the reading frame is unaffected, so \( \gamma = 1/3 \). If the susceptible allele is initially nonfunctional (R), then we assume that it cannot regain function, so it converts to \( R_{i+1} \).

If there are two or more cuts, then all \( j \) susceptible gRNA targets between and including the outermost damaged targets in the locus are lost (\( 2 \leq j \leq n - i \)). The resulting allele is certainly nonfunctional and thus converts to \( R_{i+j} \). The probability distribution for the number of lost targets is described in section S7.3.2. It follows directly from our assumptions that cutting at each target site is independent and that sequential cutting and repair events do not occur.

Regarding initial conditions, our simulations and analytical invasion analysis assume that drive homozygotes (genotype DD) are released into a population consisting initially of fully susceptible wild-type homozygotes (genotype \( S_0S_0 \)). However, depending on the sequence targeted by the drive, standing genetic variation in real populations could result in preexisting resistance at one or more gRNA targets. For example, in a genome-wide analysis of 192 inbred strains of \textit{Drosophila melanogaster} derived from a single natural population, Mackay et al. (33) found the genome-wide averaged polymorphism value (34) to be \( \pi = 0.0056 \). If we assume that polymorphism at each base pair is independent, then the number of mismatches at a gRNA target sequence in a particular individual is binomial with 20 trials and success probability \( \pi \). If each gRNA can tolerate, on average, one mismatch in its target, then single guide–resistant alleles should exist at frequencies roughly on the order of \( 10^{-3} \). Further assuming that resistance at each gRNA is independent, two guide–resistant alleles should exist at frequencies roughly on the order of \( 10^{-5} \), and so on. In this example and with these assumptions, using five gRNAs would reduce the frequency

![Fig. 2. Modeling framework and representative simulations. (A) We consider \( 2n + 2 \) alleles, where \( n \) is the number of drive target sites (prescribed by CRISPR gRNAs): the drive construct (D), the wild type (W), \( n \) “neutral” resistant alleles (\( S_j \)), and \( n \) “costly” resistant alleles (\( R_j \)). Previous drives (left) used one target site, whereas our proposed drives use multiple target sites (right). (B) Conversion dynamics within DW germline cells during early gametogenesis. Cutting occurs at each susceptible target independently with probability \( q \). Then, repair occurs by HR with probability \( P \) or by NHEJ with probability \( 1 - P \). In the case of a single cut (light gray), if there is NHEJ repair, then repair produces a functional target gene with probability \( \gamma \) or a nonfunctional target with probability \( 1 - \gamma \). Two or more cuts (light red) certainly produce nonfunctional targets after NHEJ repair. (C) Representative simulations using high cutting and HR probabilities \( (q = P = 0.95) \), for an initial drive release of 1% in a wild-type population, with \( \gamma = 1/3 \). Fitness parameters are (left) \( f_{SS} = f_{SR} = 1, f_{SD} = 95\%, f_{RD} = 99\%, f_{DR} = f_{DR} = (99 \times 95\%) = 94.1\% \), where S refers to neutral alleles (either S or W), and (right) \( f_{SS} = f_{SR} = 1, f_{SD} = f_{DR} = f_{DR} = 95\%, f_{DR} = 1\% \), where S and R refer to alleles W, \( S_i \), …, \( S_n \) and \( R_i \), …, \( R_n \) respectively. See section S7.3.2 for details regarding our assignments of the inheritance probabilities.](http://advances.sciencemag.org/)

of preexisting fully resistant alleles to $10^{-12}$. Of course, complications could arise, such as nonindependence of polymorphism within or between guides, so we anticipate this to serve as a low estimate of the frequency of preexisting resistance in a natural population. Therefore, before any application is considered, standing variation in the target population should be carefully measured, and the target gene as well as the number of guides should be adjusted accordingly.

Now, we address two fundamental questions: whether a CRISPR gene drive will invade a resident wild-type population and, if so, whether it will be evolutionarily stable (35). We begin with the former. We find that a CRISPR gene drive will invade a wild population if

$$2p_{WD, DD} > f_{WW}$$

A derivation of this result can be found in sections S3 and S7.1. For the drive to spread when initially rare, the advantage from inheritance bias ($p_{WD, DD}$)—typically about 95% in published studies—must overcome the lower fitness of the drive/wild-type heterozygote ($f_{WD}$) compared with the wild type ($f_{WW}$). Note that this condition holds in the context of drive resistance, is agnostic to individual-level drive dynamics, and thus applies both to previous drive architectures and to our proposed architecture. Equation 1 explains the apparent success of CRISPR drive constructs reported in the literature (5–8), which easily invade wild-type laboratory populations, or would be predicted to do so after optimization of drive expression: Over short time scales, drive resistance is rare and thus does not affect the dynamics.

However, over longer time scales, NHEJ-mediated resistance will markedly affect the dynamics. We find that a resident drive population is stable against invasion by resistant alleles if and only if

$$\max_{A = S, R} (2p_{DA, A} f_{DA}) < f_{DD}$$

Here, the maximization is over all nondrive alleles $S_0, \ldots, S_n$ and $R_1, \ldots, R_n$. Intuitively, the drive is stable if and only if no other allele can invade, and each of these has an invasion condition identical in form to Eq. 1 (sections S4 and S7.2).

Disconcertingly, Eq. 2 suggests that drive constructs are necessarily unstable in sufficiently large populations. An individual who is heterozygous for the drive and the fully resistant cost-free allele $S_n$ has probability $p_{Dn, Sn} = 1/2$ of producing an $S_n$ gamete, and this individual has fitness equivalent to (or potentially greater than) the drive/wild-type heterozygote. Thus, if the drive construct has lower fitness than the wild type, and if the fully resistant cost-free allele has a nonzero rate of production in the population, then the latter will certainly invade a resident drive population. This is especially problematic for highly deleterious population suppression drives, as in the study by Hammond et al. (6), which have low fitness relative to the wild-type and less costly resistant alleles.

However, population alteration drives (sometimes referred to as replacement drives) might not require long-term persistence in a population to produce their desired effect. Some applications might still be successful as long as the drive construct attains and persists at a sufficiently high frequency in the population over some length of time.

To quantify the relative effectiveness of the previous and proposed drive architectures, we consider three quantities: (i) the maximum frequency achieved by a drive construct released in a wild population, (ii) the time required for a drive construct to attain 90% of its maximum frequency, and (iii) the frequency of the drive construct after 200 generations, roughly the longest relevant time scale for a typical application. We compute these quantities numerically for drives featuring cutting and HR probabilities, consistent with average drive inheritance rates observed in previous fruit fly (8) and mosquito (5, 6) experiments ($g = P = 0.95$, modeling a reported drive inheritance rate of roughly 95% from DW individuals).

Our results suggest that, as anticipated from Eq. 1, both the previous and proposed drive constructs should spread similarly in the short term, immediately following release (Fig. 3, A, B, and D). However, over longer time scales, the two constructs undergo markedly different dynamics. The proposed drive constructs, released at an initial frequency of 1% in a wild population, using five gRNAs and targeting an essential gene, can attain >99% frequency in a population (Fig. 3, B and C) in 10 to 20 generations (Fig. 3, B and D) and remain above 99% for at least 200 generations (Fig. 3, B and E). Furthermore, this is seen over a large range of drive fitness costs, up to approximately 30% (Fig. 3, C to E). In contrast, the previously demonstrated constructs attain maximum fitness values between 90 and 95% over a narrower range of fitness values (Fig. 3, A and C) and demonstrate significantly reduced stability (Fig. 3E). In particular, previous constructs exceeding 8% fitness cost invariably fall below their initial release frequency in fewer than 200 generations.

DISCUSSION

In summary, we constructed and analyzed a mathematical model of CRISPR gene drive that includes multiplex cutting via multiple gRNAs and allows for multiple costly and cost-free resistant alleles. Our results suggest that previously demonstrated CRISPR gene drives constructed as proofs of principle should effectively invade wild populations—consistent with experimental observations—but could have limited utility due to their inherent instability, brought about by their production of resistant alleles and vulnerability to preexisting ones. We studied an alternative drive architecture, first proposed by Esvelt et al. (2), which contains (i) multiple CRISPR gRNAs that target the 3′ end of a gene and (ii) a recoded copy of the target gene that is functional but resistant to cutting. We discussed the plausibility of building such a construct in light of recent experimental reports, and we concluded that this architecture could substantially improve the stability of CRISPR gene drives by minimizing the effects of NHEJ-mediated resistance.

Another alternative strategy that we have not modeled here would involve multiple independent single-guide drive constructs targeting the same locus. This is conceptually symmetric to the strategy considered here: Rather than a single drive with multiple (n) gRNAs ("multiple guides"), one might consider multiple (n) drives with one gRNA each ("multiple drives"). In this strategy, each independent drive would behave similarly to the previously demonstrated constructs. The multiple-drive strategy would likely outperform the previous strategy, but we anticipate that it would not outperform the multiple-guide strategy. This is because, in the multiple-drive strategy, each gRNA target can independently undergo NHEJ-mediated mutation, providing stepping stones to fully resistant alleles. Furthermore, the multiple-drive strategy lacks the benefit of large NHEJ knockouts from multiple simultaneous cuts, which help combat cost-free resistance (Fig. 2B, red box), although it would be capable of editing regions unimportant to fitness. Also, regardless, each single-guide drive construct could itself be built in the way we have described here, by using multiple gRNAs.
An important caveat of our work is that we specifically studied resistance that is genetically encoded at the drive locus and is generated by the action of the drive. Many other mechanisms of resistance are certainly possible. For example, standing genetic variation and de novo mutation might be important considerations, particularly if the target locus is not highly conserved. However, in recent work (36), Unckless et al. showed that NHEJ-mediated resistance should be more impactful for realistic NHEJ rates (specifically, greater than the inverse of the population size). Aside from these mechanisms of within-locus resistance, resistance could also arise in trans, for example, as heightened ribonuclease activity or as the evolution of small RNAs that would lead to knockdowns via RNA interference. In addition, even beyond direct molecular effects, resistance could arise via higher-level effects, for example, as selection for inbreeding behavior in hermaphrodites in response to extremely costly population suppression drives, as recently studied by Bull (37). The large variety of potential resistance mechanisms underscores the need for further theoretical and experimental work on this topic.

Although our work has focused on how to maximize the invasibility and stability of gene drive systems, “global” CRISPR gene drives, such as those considered here, should only be actively developed for severe problems that (i) cause a great deal of suffering and (ii) have few other potentially viable solutions. Examples include malaria and schistosomiasis. Other applications—such as precision alterations to local populations—will require robust methods to ensure limited spatial and/or temporal spread. Toward this aim, there are several existing approaches, including nondrive strategies such as multi-locus assortment (38) and threshold-dependent drives (like toxin-based underdominance systems) (11, 14). Moreover, we, among others, recently proposed an alternative theoretical approach termed “daisy drive” (39).

In conclusion, our results suggest three concrete design principles for future CRISPR gene drive systems. Constructs will minimize the impact of misrepair and thus maximize evolutionary stability if (i) multiple gRNAs with minimal off-target effects are used, (ii) disruption of the target locus is highly deleterious, and (iii) any cargo genes are as close to neutral as possible.

**Fig. 3.** Quantitative comparison of previously demonstrated and recently proposed drive constructs. (A and B) Drive frequency over time for three particular scenarios: a low-cost alteration drive carrying a cargo gene and targeting a neutral site (previous drives) or an essential gene (proposed drives) (red), a low-cost drive whose aim is to disrupt an important target gene (orange), and a high-cost drive (tan). (C) Maximum drive allele frequency (heat) observed in simulations across 200 generations, following an initial release of drive-homozygous organisms comprising 1% of the total population. In white hatched regions, Eq. 1 is not satisfied, so no invasion occurs. (D) Generations to 90% of the maximum frequency. (E) Frequency of the drive constructs after 200 generations, a measure of stability in the population. Parameters used are as follows: (throughout) \( q = P = 0.95, \gamma = 1/3; \) (previous drives) \( n = 1, f_{00} = f_{01} = 1, f_{02} = 1 - c, f_{10} = f_{11} = f_{12} = 1 - s, f_{20} = 1 - s, f_{22} = 1 - c, f_{21} = 1 - s, R_{S} = 1 - s, \) where \( S, R \) refer to any alleles \( S_0, \ldots, S_n \) and \( R_0, \ldots, R_n \) respectively. Inheritance probabilities are assigned as illustrated in Fig. 2B and described in section S7.3.2.
MATERIALS AND METHODS
Throughout this work, we study a genetics-based evolutionary dynamics model. We consider the evolution of diploid individuals, $x_{ij}$, where $IJ = W, D, R_1, R_2, \ldots, R_n, S_1, S_2, \ldots, S_p$. Here, $D$ corresponds to the drive with $n$ gRNAs; $R_1, R_2, \ldots, R_n$ correspond to alleles that are resistant to cutting at $1, 2, \ldots, n$ target sites, respectively, and $S_1, S_2, \ldots, S_p$ are resistant alleles with no fitness cost, and $W$ corresponds to the wild type (which we also denote by $S_0$ for notational convenience). In the Supplementary Materials (section S2, extended to neutral resistance in section S7), we present a continuous-time model for the evolutionary dynamics of this population, as well as derivations for the invasion and stability conditions discussed above. Here, we briefly describe this model. First, it makes the following assumptions: (i) an infinitely large population; (ii) random mating; (iii) standard segregation of allele pairs at meiosis, unless an individual has genotype DA (where $A$ is one of $S_0, \ldots, S_{n-1}$ or $R_1, \ldots, R_{n-1}$), in which case gametes receive a D allele with probability $p_{DAJ}$ or an A allele with probability $p_{DAD}$; and (iv) viability selection where each genotype $IJ$ has fitness $f_{IJ}$.

Using these rules, we can formally express the rates at which each of the $2n + 2$ types of gametes is produced in terms of the frequencies of individuals in the population. We denote by $F_{D}(t)$ the rate (at time $t$) at which drive gametes (D) are produced by individuals in the population. We denote by $F_{S}(t)$ the rate (at time $t$) at which wild-type gametes ($i = 0$) or gametes with varying levels of cost-free resistance ($1 \leq i \leq n$) are produced by individuals in the population. Last, we denote by $F_{R}(t)$ the rate (at time $t$) at which gametes with varying levels of costly resistance ($1 \leq i \leq n$) are produced by individuals in the population.

The selection dynamics are modeled by the following system of equations

$$
\begin{align*}
\dot{x}_{DD}(t) &= F_{D}(t) - \Psi(t)x_{DD}(t) \\
\dot{x}_{RD}(t) &= F_{R}(t)x_{D}(t) - \Psi^2(t)x_{RD}(t) \\
\dot{x}_{SD}(t) &= F_{S}(t)x_{D}(t) - \Psi^2(t)x_{SD}(t) \\
\dot{x}_{RS}(t) &= F_{R}(t)x_{S}(t) - \Psi^2(t)x_{RS}(t) \\
\dot{x}_{RR}(t) &= (2 - \delta_{ij})F_{R}(t)x_{D}(t) - \Psi^2(t)x_{RR}(t) \\
\dot{x}_{SS}(t) &= (2 - \delta_{ij})F_{S}(t)x_{S}(t) - \Psi^2(t)x_{SS}(t)
\end{align*}
$$

The quantity $\Psi(t)$ represents a density-dependent death rate for the individuals in the population. At any given time, $t$, we require that the total number of individuals sums to 1

$$
x_{DD}(t) + \sum_{i=1}^{n} x_{iD}(t) + \sum_{i=0}^{n} x_{iS}(t) + \sum_{i=1}^{n} \sum_{j=0}^{n} x_{iS}(t) + \sum_{i=1}^{n} \sum_{j=1}^{n} x_{R}(t) + \sum_{i=0}^{n} \sum_{j=0}^{n} x_{SS}(t) = 1
$$

To enforce this density constraint, we set

$$
\Psi(t) = F_{D}(t) + \sum_{i=1}^{n} F_{R}(t) + \sum_{i=0}^{n} F_{S}(t)
$$

For further details about the model, as well as derivations of our invasion and stability conditions, please see sections S2 and S7.
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