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Fig. 2. IDH3 regulates GBM progression in vivo. (A to G) IDH3 ablation reduces glioma tumor progression. (A) Western blot (WB) showing IDH3 expression in 
CRISPR- Cas9–modified NHAs; NHAs were transduced with a scrambled single-guide RNA (sgRNA) (Ctrl) and two different IDH3-targeting sgRNAs, i.e., sgRNA-318 and 
sgRNA-329. Hsp70 is shown as a control. (B) In vitro cell growth curves of IDH3 WT and IDH3 KO NHAs. Cells were counted every 3 days using trypan blue and an auto-
mated cell counter. Means ± SD are shown; n = 3; *P < 0.05, **P < 0.005. (C) Representative in vivo imaging system (IVIS) images of brain tumor–bearing mice, demonstrat-
ing reduced bioluminescence in IDH3 KO tumor–bearing mice compared to the WT control. (D) Quantification of bioluminescence signal at day 13 after intracranial cell 
inoculation. Means ± SEM are shown; *P < 0.05, ***P < 0.0005; n = 10 per group. (E) Kaplan-Meier survival curves of mice orthotopically implanted with IDH3 WT or KO 
NHAs. *P < 0.05, ***P < 0.0005; n = 10 per group. (F) Representative H&E stainings of tumor sections from IDH3 WT and KO tumors. (G) Number of mitoses in tumors per 
high-power field (hpf): two tumors per group and eight slices per tumor. **P < 0.005, one-way ANOVA. (H to K) RNA interference (RNAi)–mediated IDH3 knockdown (KD) 
reduces tumor progression in PDX mice. (H) WB analysis for IDH3 in different GIC clones modified for stable IDH3 KD. Hsp70 is shown as a loading control. (I) Representa-
tive IVIS images of PDX-bearing mice. (J) Quantification of bioluminescence signal 40 and 47 days after tumor implantation. *P < 0.05; n = 8 per group. (K) Kaplan-Meier 
survival curves of mice intracranially injected with GICs modified for IDH3 stable KD in comparison to PDX tumors expressing a scrambled control shRNA. *P < 0.05; n = 
8 per group. (L to O) IDH3 overexpression in GICs promotes GBM tumor progression. (L) WB analysis for endogenous and FLAG epitope–tagged IDH3. Hsp70 is shown 
as a loading control. (M) Representative IVIS images of mice harboring vector (CSII) control and IDH3FLAG-expressing brain tumors. (N) Quantification of bioluminescence 
signal in mice 35 and 42 days after cell inoculation. *P < 0.05; n = 10 per group. (O) Kaplan-Meier survival curves of mice intracranially injected with CSII vector control and 
IDH3-overexpressing GICs. ***P < 0.0005; n = 10 per group.
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laminar distributions, a smaller fraction of S phase–arrested NHAs 
showed a more pronounced nucleoplasmic pool of IDH3, which 
did not show colocalization with cSHMT (insets in fig. S3A). Figure 
S3D shows a quantification of IDH3 and cSHMT colocalization, 
using a macro that created a mask for cSHMT intracellular distribu-
tion, and determined the percentage of IDH3 staining covered by 
the cSHMT mask, relative to total IDH3.

IDH3 regulates nucleotide biosynthesis  
and DNA methylation
cSHMT controls one-carbon metabolism, a central metabolic path-
way, which uses folate molecules as carriers of one-carbon units, to 
support nucleotide synthesis, as well as DNA and protein methyla-
tion (20). Tetrahydrofolate (THF), the biologically active form of 
folate, interconverts bound one-carbon units between different ox-
idation states, i.e., N5, N10-methylene-THF, N5-methyl-THF, and 
N10-formyl-THF, each supporting distinct biosynthetic functions 
(fig. S4). N5, N10-methylene-THF drives thymidine synthesis; N10-

formyl-THF supports de novo purine synthesis and can be fully ox-
idized, generating CO2 and NADPH (21); and N5-methyl-THF is 
channeled into the methionine salvage pathway to produce the re-
active methyl donor SAM and to methylate DNA and protein (fig. 
S4). cSHMT appropriates N5, N10-methylene-THF between nucleo-
tide and SAM biosynthesis, with cSHMT overexpression increasing 
nucleotide and decreasing SAM availability (22, 23). Therefore, using 
LC-MS metabolite profiling and targeted flux studies, together with 
metabolite rescue and DNA methylation experiments, we assessed 
whether and to what extent IDH3 regulates cSHMT-controlled 
nucleotide biosynthesis versus methionine salvage pathway utiliza-
tion. IDH3-deficient NHAs showed increased 13C label incorpora-
tion into both serine and glycine compared to WT cultures (Fig. 5A). 
This flux increase likely results from increased glycolytic activity, 
with the glycolytic intermediate 3PG being diverted toward the ser-
ine synthesis pathway (fig. S4) (24). Similarly, IDH3 ablation re-
sulted in increased flux into the pentose phosphate pathway (PPP; 
Fig. 5B), as the glycolytic intermediate glucose-6-phosphate can be 

Fig. 3. IDH3 modulates TCA cycle and glycolysis. (A) Levels of TCA cycle intermediates as determined by LC-MS. Significance was determined by Welch’s two-sample t test; 
*P < 0.05, **P < 0.005, ***P < 0.0005; n = 5. a.u., arbitrary units; OE, overexpressing; Cit, citrate; Fum, fumarate; Mal, malate; Suc, succinate. (B) Total ion counts of 13C-labeled TCA 
metabolites. Samples were analyzed at 0 hours, 15 min, 1 hour, 6 hours, and 24 hours after addition of uniformly 13C-labeled glucose. Means ± SD are plotted; *P < 0.05; n = 3 
per time point. (C) Ratio of KG to succinate and fumarate. Means ± SD are shown. (D) Changes in the oxygen consumption rate (OCR) in IDH3 WT versus IDH3 KO cells. The 
concentrations of oligomycin, carbonyl cyanide m-chlorophenyl hydrazone (CCCP), antimycin A, and rotenone were 2, 10, 2, and 2 M, respectively. Each data point represents 
means ± SD and is representative of 18 technical replicates; ***P = 0.0048; n = 3. (E) Levels of glycolysis intermediates as determined by LC-MS, significance determined by 
Welch’s two-sample t test; *P < 0.05, **P < 0.005, ***P < 0.0005; n = 5. PEP, phosphoenolpyruvate. (F) Total ion counts of 13C-labeled glycolysis metabolites. Samples were analyzed 
at 0 hours, 15 min, 1 hour, 6 hours, and 24 hours after addition of uniformly 13C-labeled glucose. Means ± SD are plotted; *P < 0.05; n = 3 per time point.
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channeled into the PPP to generate ribose-5-phosphate, a precursor 
for nucleotide biosynthesis (fig. S4). As a result of increased PPP 
utilization, 13C label incorporation into uridine 5′-monophosphate 
(UMP) is elevated (Fig. 5C), yet thymidine 5′-monophosphate (TMP) 
levels, together with other pyrimidine biosynthesis intermediates, 
i.e., uridine, uracil, thymidine, thymine, and TMP, accumulated in 
IDH3-deficient cells, as determined by LC-MS (Fig. 5D). These 
results are consistent with reduced pyrimidine pathway activity that 
leads to an accumulation of intermediates. Mirroring the accumu-
lation of intermediates in IDH3-deficient cells, NHA cultures en-
gineered to ectopically express IDH3 showed a corresponding 
decrease in pathway intermediates (Fig. 5D). While decreasing py-
rimidine biosynthesis activity (Fig. 5D), IDH3 deficiency aug-
mented the SAM/SAH (S-adenosyl homocysteine) ratio and reduced 
the methionine pathway intermediates N5-methyl-THF and homo-
cysteine (HCY), indicative of increased metabolic flux through the 
methionine salvage pathway (Fig. 5, E to G). SAM supports methyl-
ation of lipids, DNA, RNA, metabolites, and proteins (25). While 

MS did not detect robust changes in global levels of histone methyl-
ation marks (fig. S5A), IDH3 KO NHAs compared to IDH3 WT 
cells showed increased levels of DNA methylation, as determined 
by quantification of global 5-methylcytosine (5mC) levels using dot 
blot and enzyme-linked immunosorbent assay (ELISA) assays (fig. 
S5, B to D). Consistently, labeling of NHA cultures with 13C serine 
and quantification of label incorporation into 5mC revealed higher 
ratios of 5mC + 1/5mC in IDH3-deficient versus WT cells (Fig. 5H). 
Because of reduced KG to fumarate and succinate ratio, increased 
DNA methylation in IDH3 KO NHAs could be due to reduced ac-
tivity of ten-eleven translocation methylcytosine (TET) dioxygenases, 
which are inhibited by succinate and fumarate (26). TET enzymes cat-
alyze the conversion of 5mC to 5-hydroxymethylcytosine (5hmC), 
considered to be the initial step of DNA demethylation (26). To 
address the potential contribution of KG-dependent TET enzymes 
to the hypermethylation phenotype in IDH3- deficient NHAs, 
we quantified levels of 5hmC in IDH3 WT versus KO NHAs by 
colorimetric ELISA. As shown in fig. S5E, we did not observe a 

U

Fig. 4. IDH3 interacts with cSHMT during S phase at the nuclear lamina. (A) Cell cycle distribution in unsynchronized and S phase–arrested NHA cells as indicated 
by propidium iodide staining and flow cytometry–based quantification of G1, G2-M, and S phase content. un, unsynchronized; S, synchronized. (B) WB analysis of IDH3 
in heavy membrane (HM) and cytosolic (C) compared to nuclear (Nuc) fractions. Histone H3 and cytochrome c oxidase subunit IV (COXIV) are shown as nuclear and mito-
chondrial markers, respectively. (C) Confocal IF images of unsynchronized (a and b) and S phase–arrested NHAs (c) stained for IDH3 (green), cytochrome c (cyto c; red), 
and DNA (Hoechst; blue). Scale bars, 20 m (a), 14 m (b), and 22 m (c). Arrows point to IDH3 colocalizing with cytochrome c, and arrowheads point to IDH3 associated 
with the nuclear lamina. (D) Venn diagram illustrating IDH3 co-immunoprecipitated proteins using IgG control or IDH3-specific antibodies in shScr- and shIDH3- 
expressing GICs. (E) Bar graph illustrating total normalized cSHMT spectra in IgG and IDH3 immunoprecipitates in the indicated cell lines. (F) IP-WB analysis of IDH3 and 
cSHMT validates the IDH3-cSHMT complex.
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difference in 5hmC levels between WT and KO cells. Furthermore, 
addition of formate to replenish THF levels, but not the addition 
of cell-permeable dimethyl-KG, restored 5mC levels to those ob-
served in IDH3-proficient NHAs (fig. S5, C and D), suggesting 
that the contribution of KG-dependent TET enzymes to the ob-
served DNA hypermethylation phenotype in IDH3 KO NHAs 
is minor.

To evaluate whether and to what extent differential methylation 
in IDH3-deficient versus IDH3-proficient NHAs controls gene 
expression, we performed integrative RNA-seq and methylation pro-
filing experiments. RNA-seq analysis identified 8711 differentially 

expressed genes, with differential expression defined at a threshold 
of false discovery rate (FDR) = 0.05 and an absolute log fold change 
> 1 (fig. S6, A and B). Through integrative analysis of expression 
and methylation data, we determined that, out of the 8711 differ-
entially expressed genes, expression of 3084 genes correlated with 
their CpG methylation status (fig. S6C). Expectedly, correlation was 
primarily observed for CpG sites located within island and shores, 
in comparison to shelf and open sea. Pathway enrichment analysis 
of genes with correlation between gene expression and methylation 
pointed to adenosine 3′,5′-monophosphate (cAMP)–mediated sig-
naling and the regulation of epithelial-to-mesenchymal transition 
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Fig. 5. IDH3 modulates one-carbon metabolism. (A to C) Total ion counts of uniformly 13C-labeled serine and glycine (A), PPP pathway metabolites (B), and UMP (C) in 
NHAs with IDH3 loss of function. Samples were taken at 0-hour, 15-min, 1-hour, 6-hour, and 24-hour time points. Means ± SD are shown; *P < 0.05; n = 3 per time point. 
(D and E) Histograms showing changes in pyrimidine (D) and methionine (E) metabolite levels in NHAs with IDH3 loss or gain of function as identified by LC-MS. Significance 
was determined by Welch’s two-sample t test; *P < 0.05, **P < 0.005, ***P < 0.0005; n = 5. N5mTHF, N5-methyl-THF. (F) HCY levels in control versus IDH3 KO as determined 
by ELISA. Means ± SD are shown; *P < 0.05; n = 3. (G) Ratio of intercellular SAM/SAH in control WT versus IDH3 KO NHAs. Means ± SD are shown; *P < 0.05; n = 3. (H) 13C label in-
corporation into 5′-mC as determined in WT and IDH3 KO NHAs fed with 13C serine. (I and J) Relative viability as assessed by 3-(4,5-dimethylthiazol-2-yl)- 2,5-diphenyltetrazolium 
bromide MTT assay (I) and growth (J) of IDH3 WT versus IDH3 KO NHAs treated with 1 mM formate (Form) and 0.4 mM glycine (Gly) compared to cultures treated with 
glycine only. Data are expressed as relative to day 0. Means ± SD are shown; *P < 0.05; n = 3. (K) Levels of intracellular NADPH/NADP+ in IDH3 WT versus IDH3 KO NHAs. 
Means ± SD are shown; **P < 0.005; n = 4. (L) Relative ROS levels in IDH3 WT versus IDH3 KO. Means ± SD are shown; ***P < 0.0005; n = 3. MFI, mean fluorescence intensity. 
(M) Relative cell viability of WT versus IDH3 KO NHAs after treatment with 0.5 mM NAC or vehicle for 48 hours. Means ± SD are shown; **P < 0.005; n = 3.
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(EMT) as key pathways deregulated through methylation-driven 
expression changes upon IDH3 deletion (fig. S6D). Notably, while 
the higher number of hypermethylated relative to hypomethylated 
CpGs revealed an overall global increase in DNA methylation in 
IDH3 KO cells (fig. S6E), confirming our 5mC dot blot analysis 
(Fig. 5H), hypermethylated CpGs in IDH3 KO cells were enriched 
in open sea regions (fig. S6F). Together with the overall modest 
overlap between differentially methylated genes with those showing 
differential expression, these data suggest that IDH3-controlled 
gene regulation may occur through additional mechanisms other 
than methylation of promoter-proximal regulatory elements (see 
Discussion below).

In further support of an IDH3-cSHMT signaling axis, pathway 
enrichment analysis of the IDH3-controlled metabolome con-
firmed folate one-carbon metabolism as a high-priority metabolic 
pathway modulated by IDH3 (enrichment scores of 5.75 in KO 
versus WT and 3.2 in IDH3 overexpressing versus WT NHAs, with 
a P value cutoff of 0.001). Correspondingly, addition of formate to 
replenish THF levels selectively increased viability and growth of 
IDH3 KO cells, compared to WT NHAs (Fig. 5, I and J), and re-
stored levels of 5mC to those observed in IDH3-proficient cells 
(fig. S5B). Furthermore, as NADPH is used by the folate pathway 
and by the conversion of serine to sphingolipids (27, 28), IDH3 
deficiency resulted in decreased NADPH levels (Fig. 5K) and in-
creased levels of ROS (Fig. 5L), and addition of the ROS scavenger 
N-acetylcysteine (NAC) increased viability of IDH3 KO compared 
to WT NHAs (Fig. 5M). Furthermore, treatment of IDH3-deficient 
cells with methotrexate (MTX), an inhibitor of TYMS and DHFR 
(29, 30), which promotes apoptosis through ROS generation (31), 
reduced cell viability in IDH3 KO NHAs compared to WT control 
cells (fig. S7A), while IDH3-overexpressing NHAs were protected 
against MTX cytotoxic effect (fig. S7B). Analysis of effector caspase 
activation confirmed increased levels of apoptosis in IDH3-deficient 
cells when compared to WT controls. Introduction of an IDH3 
complementary DNA (cDNA) into IDH3-deficient cells was able 
to rescue the proapoptotic phenotype of IDH3 compromise (fig. 
S7C). These results suggest that IDH3 loss through reduced cSHMT 
and thymidylate synthesis cooperates with antifolate therapy to 
promote apoptosis. To assess the relative contribution of mitochon-
drial versus extramitochondrial activity to IDH3 antiapoptotic ef-
fect, we generated an IDH3 protein that lacks the evolutionarily 
conserved mitochondrial targeting signal (MTS; fig. S7D). MTS-
IDH3 failed to colocalize with the mitochondrial marker cyto-
chrome c (fig. S7E), yet fully retained enzymatic activity (fig. S7, F to 
H). When compared to full-length IDH3 protein, MTS-IDH3 
was even more active in blocking MTX-induced effector caspase ac-
tivation (fig. S7I), suggesting that IDH3 mitochondrial activity is 
dispensable for its antiapoptotic effect. Together, these data suggest 
that similar to cSHMT compromise (22, 23), IDH3 loss of func-
tion impairs redox homeostasis and nucleotide biosynthesis while 
increasing the cellular methylation potential.

DISCUSSION
We demonstrated that IDH3 protein is up-regulated in GBM tu-
mor and, as shown in physiologically relevant CRISPR-Cas9 and 
RNAi loss of function, together with gain-of-function studies in or-
thotopic tumor models, promotes GBM progression. On molecular 
levels, IDH3 ablation reduces TCA cycle turnover and shunts en-

ergy metabolism. In addition, IDH3 affects one-carbon metabo-
lism and regulates nucleotide production as well as DNA methyla-
tion through effect on cSHMT.

In contrast to its paralogs IDH1 and IDH2, genomic sequencing 
studies revealed that glioma-associated IDH3, IDH3, and IDH3 
subunits are not mutated (12). We found that GBM tumor cells 
up-regulate IDH3 mRNA and protein when compared to glial 
cells in normal brain, with IDH3 abundance most prominent 
within the leading edge of GBM tumor specimens. Association with 
tumor cells of the leading edge was more evident for IHD3A mRNA 
compared to IDH3 protein. These data suggest that IDH3 ex-
pression may be regulated through additional mechanisms besides 
transcriptional control. Expectedly, because of TCA cycle and re-
spiratory compromise, IDH3 ablation triggered a compensatory 
metabolic shift to aerobic glycolysis and increased PPP utilization.

In addition to mitochondrial distribution of IDH3, our subcel-
lular fractionation and IF studies revealed cell cycle–induced cyto-
solic and (peri-)nuclear localization of IDH3, the latter consistent 
with an evolutionarily conserved monopartite NLS at amino acid 
position 124 of the IDH3 polypeptide (GASKRIAEFAF). This 
finding confirms previous proteomic analyses of isolated cancer cell 
nuclei and mitochondria, which demonstrated distribution of vari-
ous TCA cycle enzymes, including IDH3, to both nucleus and mi-
tochondria (16, 17). In particular, Nagaraj et al. (17) demonstrate 
that multiple TCA enzymes, including IDH3, localize to the cell 
nucleus while maintaining a mitochondrial pool during embryonic 
development. Enzymes associated with the cell nucleus are enzy-
matically active and, as part of the first half of the TCA cycle, con-
tribute to metabolites, such as acetyl-CoA and KG, which are 
essential for epigenetic control of gene expression and activation of 
the zygotic genome during preimplantation development (17). In 
glioma cells and NHAs, IDH3 extramitochondrial localization 
was cell cycle dependent, as S phase–arrested cells showed predom-
inant accumulation of IDH3 in the cytosol and at the nuclear pe-
riphery. Here, IDH3 colocalized and interacted with cSHMT, a 
rate-limiting enzyme of the de novo thymidylate synthesis pathway 
(18). cSHMT is a lamin-binding protein that serves as a scaffold 
protein required for the recruitment of TYMS and DHFR into a 
multienzyme complex in both cytosol and nucleus (18, 19). cSHMT, 
TYMS, and DHFR can translocate to the nucleus via posttransla-
tional modification with the small ubiquitin-like modifier (19), can 
accumulate at the nuclear lamina during S and G2-M phases, and, 
through cSHMT, interact with components of the DNA replication 
machinery to support de novo thymidylate synthesis at sites of DNA 
replication (18). During DNA replication, cSHMT appropriates N5, 
N10-methylene-THF between nucleotide synthesis and methionine 
salvage pathways (23). cSHMT compromise causes elevated levels 
of uracil in nuclear DNA and increased N5, N10-methylene-THF 
flux into the salvage methionine cycle, as evidenced by increased SAM 
levels (23), predisposing mice with heterozygous loss of cSHMT to 
neural tube defects (32). Similarly, reduced de novo thymidylate 
synthesis resulting from folate deficiency or antifolate treatment re-
sults in deoxyuridine misincorporation into mitochondrial DNA and 
nuclear DNA, leading to genome instability (33). Mirroring cSHMT 
compromise, IDH3 deficiency caused accumulation of pyrimidine 
pathway intermediates and a decrease in total NADPH/NADP+ ratio. 
Despite increased PPP utilization in NHAs with IDH3 compro-
mise, PPP pathway activity was unable to compensate for increased 
NADPH consumption through the folate-methionine salvage pathway; 
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two NADPH molecules are generated by the PPP, while three 
NADPH molecules are consumed by the folate pathway in convert-
ing THF to N5-methyl-THF for the methionine pathway (fig. S4).

In further support of IDH3 as a cSHMT interactor and modu-
lator of the thymidylate synthesis pathway, levels of methionine sal-
vage pathway intermediates, such as HCY and SAH, decreased, and 
SAM levels and associated DNA methylation increased. Addition of 
the THF precursor formate to IDH3 KO NHA restored cell viabil-
ity, suggesting that blunted one-carbon metabolism is central to the 
growth deficit in response to IDH3 loss. We propose that blunted 
nucleotide biosynthesis, together with epigenetic silencing of potent 
growth and multipotency factors in response to IDH3 loss of func-
tion, creates a unique metabolic vulnerability in highly proliferative 
cells, such as tumor cells, that decreases cellular viability, and coop-
erates with antifolate therapy, such as MTX, known to target the 
thymidylate pathway enzymes DHFR and TYMS, to promote pro-
grammed cell death.

cSHMT scaffold function rather than its enzymatic activity ap-
pears to be critical for de novo thymidylate biosynthesis (18). Neuro-
blastoma cells expressing a dominant-negative, enzymatically 
inactive cSHMT that retained lamin binding activity showed reduced 
incorporation of cSHMT-derived one-carbon units into the cyto-
plasmic methionine salvage pathway, while de novo thymidylate 
synthesis was not impaired (18). We propose that IDH3 binds 
cSHMT in the cytosol, as indicated by colocalization of IDH3 and 
cSHMT in the cytosol of S phase–arrested cells, and may aid in re-
cruiting cSHMT to the nuclear lamina and, in so doing, enhances 
nucleotide biosynthesis to support unabated cancer cell growth. Ge-
netic inactivation of IDH3, while impairing nucleotide biosynthe-
sis and cellular growth, enhances the cellular methylation potential 
by increasing methionine salvage pathway utilization and the SAM/
SAH ratio, resulting in DNA hypermethylation and the suppression 
of an oncogenic signature important for cellular growth and differ-
entiation. In the presence of exogenous methionine, serine can con-
tribute to de novo synthesis of ATP, which is required to convert 
methionine to SAM (fig. S4) (34). cSHMT-generated glycine, together 
with phosphoribosyl pyrophosphate (PRPP) and N10-formyl-THF, 
which, in the absence of functional IDH3, does not significantly 
contribute to thymidylate synthesis, can enter the de novo ATP syn-
thesis pathway. Therefore, the IDH3-cSHMT signaling axis may 
not only affect folate appropriation between nucleotide synthesis 
and methionine salvage pathways but also regulate DNA methyl-
ation through effect on de novo ATP production (fig. S4).

The interplay between altered cancer cell metabolism and epi-
genetic reprogramming has been well established. Aberrant expres-
sion or mutation of cancer-promoting genes causes alterations in 
metabolites that modify chromatin structure and gene expression, 
such as NAD+/NADH, flavin adenine dinucleotide (FAD+), O-linked 
N-acetylglucosamine, free fatty acids, SAM, and acetyl-CoA (35). 
Aberrant expression of IDH3 through effects on one-carbon me-
tabolism affects the methylation potential of cells and, in so doing, 
regulates transcription of cancer-causing genes. Through integrative 
analysis of methylation array and RNA-seq data, followed by path-
way enrichment analysis, we found that cAMP-mediated signaling 
and the regulation of EMT pathways were deregulated in the setting 
of IDH3 deletion. With limited overlap between differentially 
methylated and differentially expressed genes, and the enrichment 
of hypermethylated CpG elements in IDH3 KO NHAs within open 
sea regions, we anticipate that IDH3, by promoting DNA hyper-

methylation, regulates gene expression through additional mecha-
nisms, e.g., by regulating the repetitive genome. A recent study 
found that loss of LKB1 (liver kinase B1) in the setting of KRAS 
mutation alters serine/glycine one-carbon metabolism in prostate 
cancer and affects DNA methylation of retrotransposon elements, 
which, upon methylation, were transcriptionally silenced (25).

Limitations of the current study relate to the determination of 
precise mechanisms of IDH3 subcellular redistribution and to the 
elucidation of the binding interface between IDH3 and cSHMT. 
Biophysical along with point mutation experiments, in future 
studies, will define the binding interface between IDH3 and 
cSHMT. These studies will determine how the structures of both 
IDH3 and cSHMT are altered upon complex formation and will 
define the precise mechanism of IDH3 effect on cSHMT localiza-
tion, activity, scaffold function, and thymidylate synthesis complex 
assembly.

Together, the identification of a noncanonical extramitochon-
drial function of IDH3 suggests a previously unrecognized func-
tional interplay between mitochondrial energy and one-carbon 
metabolism. Our study points to cancer-associated IDH3 expres-
sion and IDH3-controlled one-carbon metabolism as novel meta-
bolic vulnerabilities in GBM. While normal cells, such as cortical 
astrocytes, show reduced growth rates upon IDH3 KD (relative cell 
confluence at 72 hours after cell plating: Ctrl, 6.5; IDH3 KD, 4.6, as 
determined by IncuCyte analysis), we hypothesize that noncanoni-
cal function of IDH3, i.e., its interaction with cSHMT and the 
modulation of one-carbon metabolism, selectively occurs in rapidly 
dividing cells with high demand for nucleotide biosynthesis. We 
suggest that targeting the IDH3-cSHMT signaling axis via small 
molecules to disrupt their interaction may represent a novel thera-
peutic strategy for the treatment of GBM. As cancer cells depend on 
DNA synthesis to support unabated growth, multiple enzymes im-
plicated in one-carbon metabolism are up-regulated in cancer, in-
cluding TYMS, DHFR and SHMT2, and cSHMT (36). Our data 
point to IDH3 overexpression as a means to regulate cSHMT 
function, and underscore the importance of therapeutic strategies 
to target components of the thymidylate pathway to halt GBM tu-
mor progression.

MATERIALS AND METHODS
Experimental design
The objective of this study was to determine the role of IDH3 in 
GBM progression. We investigated mRNA and protein expression 
of IDH3 subunits in GBM tumor specimens by analysis of RNA-Seq 
datasets together with IHC-TMAs. Gain- and loss-of-function 
explant models aimed to establish oncogenic function of IDH3 
in vivo, and mechanistic studies, using unbiased IP-MS, metabolic 
flux, and subsequent functional validation studies, evaluated the 
role of IDH3 in mitochondrial and extramitochondrial metabolic 
pathways.

Cell culture
Patient-derived GIC-20 (gift from K. Aldape, University of Toronto) 
and GIC-387 (gift from J. Rich, University of California, San Diego) 
were grown using Dulbecco’s modified Eagle’s medium (DMEM)/ 
F-12 (50:50), containing l-glutamine (Corning), N2 and B27 supple-
ments (Invitrogen), human epidermal growth factor (Shenandoah 
Biotechnology), human fibroblast growth factor (Shenandoah 
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Biotechnology), human leukemia inhibitor factor (Shenandoah 
Biotechnology), GlutaMAX (Life Technologies), and 1% penicillin/
streptomycin anti biotics (Life Technologies). NHAs (gift from R. Pieper, 
University of California, San Francisco), U87MG, and LNZ308 glioma 
cells were grown in 1× DMEM with glucose (4.5 g/liter), l-glutamine, 
and sodium pyruvate (Corning) containing 10% fetal bovine serum 
(FBS; Life Technologies) and 1% penicillin/streptomycin antibiotics 
(Life Technologies).

Generation of cells modified for IDH3 KD, KO,  
and overexpression
The IDH3 cDNA was cloned into the CSII-CMV-MCS-IRES2- 
Venus vector using unique Nhe I and Age I restriction sites. For 
virus production, human embryonic kidney (HEK) 293T cells were 
plated in T75 flasks. At 70% confluency, cells were transfected with 
20 g of IDH3 or empty vector control construct, 10 g of pMD2.G 
(envelope), and 15 g of psPAX2 (HIV-Gag-Pol-Rev), using 
Lipofectamine 2000 (Thermo Fisher Scientific) according to the manu-
facturer’s instructions. For virus concentration, the cell supernatant 
was spun at 114g for 5 min to pellet debris. The supernatant was 
filtered using a 45-m low-protein binding filter (Millipore) and cen-
trifuged at 120,000g for 2 hours at 4°C. The virus pellet was resus-
pended in DMEM, aliquoted, and stored at −80°C. Mission shRNA 
lentiviral particles (pLKO.1-puro-CMV-tGFP) targeted to IDH3 
were purchased from Sigma-Aldrich (sequences: sh2, TGTCTC-
TATCGAAGGCTATAA; sh5, TTAAGTGTCTACCTGGTAAAT), 
including control particles (SHC003V). Viruses to generate CRISPR- 
Cas9 KO clones were purchased from Sigma-Aldrich. The viral plas-
mid (CRISPR12V-1EA, Sigma-Aldrich) contained both the sgRNA 
and the Cas9 protein along with green fluorescent protein (GFP), 
puromycin, and ampicillin. The following sequences were used: sgRNA 
318, CCTTTGAAGACCCCAATAGCAG; sgRNA 329, CCCAATAGCAG-
CCGGTCACCCA; and control sgRNA, CGCGATAGCGCGAATATAT-
TNGG. For lentiviral infection, cells were trypsinized and seeded at 
50% confluency. The next day, cells were washed with phosphate- 
buffered saline (PBS). Opti-MEM containing polybrene (0.8 g/ml) 
was added or used for resuspension and dilution of virus (1:1000 or 
3:1000 dilution of virus stocks). Cells were incubated at 37°C and 
5% CO2 for 4 to 6 hours, before adding fresh full growth medium. 
After 3 to 6 days, the cells were trypsinized, washed with PBS, and 
resuspended in PBS for flow cytometry–based cell sorting using the 
GFP signal. Sorted cells then underwent limited dilution cloning. 
Single-cell clones were grown up and screened for IDH3 KO via 
WB. Clones that showed lack of IDH3 expression were further 
subcloned.

Cell growth curves
Cells were seeded into six-well plates at 50,000 cells per well (day 0). 
Every 3 days, cells were trypsinized, stained with trypan blue for 
assessment of cell viability, and counted twice using an automated 
cell counter.

Transwell invasion assay
Fisher/Corning BioCoat invasion chamber 24 wells (catalog no. 
8774122) were used for this assay, and the experiments outlined be-
low were carried out according to the manufacturer’s protocol. Brief-
ly, plates/transwells were removed from −20°C and left at room 
temperature (RT) for 1 hour. Bicarbonate-containing medium was 
added to each transwell, and wells were incubated for 2 hours in a 

humidified tissue culture incubator. After the medium was removed, 
a cell suspension of 500,000 cells/0.5 ml in medium without any 
growth supplements was added to each transwell, and 0.5 ml of full 
medium was placed in the bottom well. The plate was then incubated 
in a humidified tissue culture incubator for 22 to 24 hours. Subse-
quently, the nonmigratory cells were washed off with a cotton tip, 
and wells were fixed and stained with the Richard-Allan Scientific 
Three-Step Stain. The wells were then dried overnight before mount-
ing on microscope slides for imaging.

Generating IDH3 deletion mutants
Mutagenesis primers were designed to delete the MTS sequence of 
the IDH3 gene: forward, ACTTTAATTCCAGGAGATGGTATTG-
GCCCA; reverse, CATGCTAGCGGATCTGACGGTTCACTAAAC. 
These primers were then added at 0.5 M concentration to 100 ng 
of IDH3 vector DNA along with 200 M of deoxynucleotide tri-
phosphate, 1.25 U of PrimeSTAR HS (catalog no. R010A, Takara), 
and PrimeSTAR 5× Buffer to obtain a 1× final concentration. Reac-
tion mixtures were supplemented with nuclease-free water up to a 
volume of 50 l. A polymerase chain reaction (PCR) was carried out 
on a thermocycler using the following parameters: 95°C for 2 min, 
then 30 cycles of 97°C for 10 s, 68°C for 1 min, 72°C for 10 min, and 
then 4°C to hold. Subsequently, 20 U of Dpn I (catalog no. R0176, 
New England Biolabs) was added directly to the PCR tube for 1 hour. 
The PCR was then run on a gel. The product band was excised, ex-
tracted, and treated with 10 U of T4 PNK (catalog no. M0201, New 
England Biolabs) in 1× of T4 PNK buffer (catalog no. B0201, New 
England Biolabs), 1 mM ATP (catalog no. P0756, New England Biolabs), 
and nuclease-free water (total volume, 50 l). The samples were then 
incubated at 37°C for 30 min and heat-inactivated at 65°C for 20 min. 
One microliter of T4 DNA ligase (catalog no. M1804, Promega) was 
added to the reaction tube. After 3 hours of incubation at RT, the 
plasmids were then transformed into bacteria and the deletion of MTS 
was confirmed by sequencing.

Immunoprecipitation and mass spectrometry
Cells were lysed in IP buffer [50 mM tris-HCl (pH 7.5), 150 mM 
NaCl, 5 mM EDTA, 1% lauryl maltose neopentyl glycol (Anatrace), 
1× protease inhibitor cocktail, and 1× phosphatase inhibitor]. Five 
micrograms of IDH3 antibody (ab58641, Abcam) or control rab-
bit IgG antibody (sc-2030, Santa Cruz Biotechnology) was added to 
500 mg of cell lysate. The samples were then left to rotate at 4°C 
overnight. Dynabeads (50 l per sample) (10004D, Life Technolo-
gies) were added. Upon placement on a magnet, beads were washed 
with IP buffer. To elute immunoprecipitated proteins, beads were 
resuspended in 2 × 30 l of glycine buffer [100 mM glycine (pH 2.5), 
adjusted with HCl]. Peptides were analyzed by LC-MS/MS using 
the Dionex UltiMate 3000 Rapid Separation nanoLC coupled to a 
linear ion trap—Orbitrap hybrid mass spectrometer (LTQ Velos 
Orbitrap, Thermo Fisher Scientific, San Jose, CA, USA). Proteins 
were identified from the MS raw files using the Mascot search en-
gine (Matrix Science). MS/MS spectra were searched against the 
Swiss-Prot human database. All searches included carbamidometh-
yl cysteine as a fixed modification and oxidized Met, deamidated 
Asn and Gln, and acetylated N terminus as variable modifications. 
Three missed tryptic cleavages were allowed. The MS1 precursor 
mass tolerance was set to 20 parts per million, and the MS2 tol-
erance was set to 0.6 Da. A 1% FDR cutoff was applied at the pro-
tein level.
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Coimmunoprecipitation
Cells were grown in 10- or 15-cm dishes. At 80 to 90% confluency, 
plates were washed with cold PBS and collected in lysis buffer 
[50 mM tris-HCl (pH 7.5), 150 mM NaCl, 5 mM EDTA, 1% lauryl 
maltose neopentyl glycol, 1× protease inhibitor cocktail, and 1× 
phosphatase inhibitor]. The cell lysis solution was vortexed every 
5 min for 30 min while kept on ice. The samples were spun down 
at 4°C for 15 min at 16,100g. The supernatant was then collected, 
and protein concentration was determined by Bradford assay. Total 
protein (500 to 1000 g) was used for IPs with IgG control and spe-
cific antibodies [i.e., anti-IDH3 antibody (5 g; ab58641, Abcam) 
and anti-cSHMT antibody (5 g; ab186130, Abcam)]. Total protein 
(5 to 20 g) was used as input. Samples were incubated at 4°C over-
night while rotating. Dynabeads (50 l per sample) (10004D, Life 
Technologies) were added, and after 30-min incubation at RT, beads 
were washed with PBS + 1× protease inhibitor and resuspended 
in 25 l of NuPAGE LDS sample buffer (Life Technologies) + 5% 
-mercaptoethanol. The samples were then heated at 95°C for 10 min 
and analyzed via WB.

WB analysis
Samples were run on NuPAGE 4 to 12% bis-tris gels (Life Technol-
ogies) and transferred to Hybond P polyvinylidene difluoride mem-
branes (Genesee Scientific, GE). Membranes were washed for 5 min 
in PBS + 0.05% Tween 20 (PBS-T), blocked with 5% milk in PBS-T 
for 1 hour, incubated with primary antibodies overnight, washed 
three times with PBS-T for 10 min per wash, and developed with 
secondary goat anti-rabbit, goat anti-mouse, or donkey anti-goat IgG 
antibodies (Santa Cruz Biotechnology) in 5% milk PBS-T. After 
three more washes for 10 min each with PBS-T, membranes were 
developed with SuperSignal enhanced chemiluminescence (ECL) 
(Thermo Fisher Scientific) following the manufacturer’s protocol. 
The following primary antibodies were used: anti–cleaved caspase-3 
(9664, Cell Signaling), anti–cleaved caspase-7 (9491, Cell Signaling), 
anti-IDH3 (SAB100035, Sigma-Aldrich), anti-Hsp70 (610607, BD 
Biosciences), anti-cSHMT (ab186130, Abcam), anti-H3 (4499S, Cell 
Signaling), and anti-COXIV (4850S, Cell Signaling).

NADP+/NADPH, SAM/SAH, HCY, KG, IDH activity, 5mC and 
5hmC, and NAD+/NADH quantification
The following kits were used according to the manufacturer’s instruc-
tions: BioVision’s colorimetric assay (catalog no. K347-100) for NADP+ 
and NADPH quantification; ELISA kits (Cell Biolabs) for SAM, 
SAH (catalog no. STA-671-C), and HCY (catalog no. STA-670) 
quantification; Abcam’s colorimetric kit (catalog no. ab65348) for 
quantification of NAD+ and NADH levels; BioVision’s colorimetric 
assay (catalog no. K677-100) for KG quantification; BioVision’s iso-
citrate dehydrogenase activity colorimetric assay (catalog no. K756-100) 
using NAD+ as cofactor for assessment of IDH3 activity; Epigentek’s 
MethylFlash Methylated DNA 5mC Quantification Kit (Colorimetric; 
catalog no. P-1034-96); and Epigentek’s MethylFlash Global DNA 
Hydroxymethylation (5hmC) ELISA Easy Kit (Colorimetric; catalog 
no. P-1032-96) measuring 5mC and 5hmC in extracted genomic DNA 
(gDNA). Final concentrations of formate, glycine, and KG were 1 mM, 
0.4 mM, and 5 M, respectively.

ROS quantification
Cells were seeded at 500,000 cells per well into six-well plates, treated 
with 5 M CellROX Deep Red reagent (C10422, Thermo Fisher Sci-

entific), and incubated for 30 min in a humidified tissue culture 
incubator. The medium was then removed, and cells were washed 
three times with PBS, followed by fixation with 3.7% formaldehyde 
for 15 min. Cells were then analyzed by flow cytometry.

DEVDase assay
Caspase-3/7 activation was measured by spectrophotometric detec-
tion using the BioVision Kit (catalog no. K106-25) according to the 
manufacturer’s instructions.

Cell fractionation
Cells were collected by centrifugation at 1500g for 5 min. The pellet 
was resuspended in 200 l of hypotonic buffer [10 mM Hepes (pH 8), 
10 mM KCl, 1 mM EDTA, 1× protease inhibitor, 1.5 mM, MgCl2, 
0.1 mM dithiothreitol (DTT), and 10 M cytochalasin B] and incu-
bated on ice for 30 min, followed by centrifugation for 5 min at 1500g. 
The supernatant was discarded, and the pellet was resuspended in 
200 l of hypotonic buffer. Next, the samples were homogenized 
with a 25-gauge needle and centrifuged at 400g for 10 min. The su-
pernatant representing the cytosolic and mitochondrial fraction 
was retained. The pellet was washed with 500 l of hypotonic buffer, 
followed by centrifugation at 400g for 10 min. The resulting pellet 
was washed twice with PBS (500 l per wash) containing 1 mM 
EDTA, 1.5 mM MgCl2, 0.1 mM DTT, and 10 M cytochalasin B. 
The pellet was resuspended in 3 ml of S1 (0.25 mM sucrose, 10 mM 
MgCl2 + 1× protease inhibitor). The S1/sample solution was layered 
over 3 ml of S2 (0.35 mM sucrose, 0.5 mM MgCl2 + 1× protease 
inhibitor) by slowly pipetting S1 onto S2. Samples were centrifuged 
at 4°C for 10 min at 2178g. The supernatant was removed, and the 
pellet was resuspended in 3 ml of S2. The S2/sample solution was 
layered over a 3-ml layer of S3 (0.88 mM sucrose, 0.5 mM MgCl2 + 
1× protease inhibitor) by slowly pipetting S2 onto S3, and the final 
sample was centrifuged at 4°C for 10 min at 2178g. The supernatant 
was removed, and the pellet was resuspended in Thermo Fisher NER 
reagent + 1× protease inhibitor. The samples were vortexed for 15 s 
followed by an incubation period of 40 min on ice. Every 10 min, 
the samples were vortexed for 15 s. Samples were centrifuged at 
maximum speed (~16,000g) for 10 min. The resulting supernatant 
represented the nuclear fraction.

Cell cycle syncing
Cells were grown to 20 to 30% confluency, washed twice with 1× 
Dulbecco’s PBS with calcium and magnesium (DPBS; 21-030-CV, 
Corning), and then treated with 2 mM thymidine in full medium 
for 18 hours. Cells were washed once with DPBS, resuspended in 
full medium for 9 hours, and treated again with 2 mM thymidine in 
full medium for 17 hours. Cells were stained with propidium iodide, 
and cell cycle distribution was analyzed by flow cytometry.

Tumor xenograft model
All animals used in the study were under an approved protocol of 
the Institutional Animal Care and Use Committee of Northwestern 
University. All cells were modified for luciferase expression, as de-
scribed in our previous publication (5). GIC-387 expressing shIDH3 
or shScr (2 × 103 cells/2 l), IDH3 KO and control WT NHAs (5 × 
104 cells/2 l), NHA control and KO cultures stably expressing 
an IDH3 transgene or vector control, and GIC-20 overexpressing 
IDH3 and vector only (5 × 104 cells/2 l) were resuspended in 
Hank’s balanced salt solution. Anesthetized 6- to 8-week-old female 
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CB17 SCID (severe combined immunodeficient) mice (Taconic 
Farms) were placed in stereotactic frames, and the surgical area was 
cleaned with betadine followed by 70% ethanol. Following a scalp 
incision, a 0.7-mm Burr hole was created in the skull with a micro-
surgical drill, 2-mm lateral right of the sagittal suture and 0.5-mm 
posterior to the bregma. Cells were injected through a Hamilton 
syringe after it was inserted 3 mm into the brain. Cells were injected 
at a rate of 1 l/min. Once surgery was completed, the skin was 
closed with sutures. Mice were euthanized at ethical end points 
based on observations of neurological impairment or severe changes 
in body weight. Eight to 10 animals were used in each group, and 
mice were randomized on the basis of body weight. The Kaplan- 
Meier method was used to plot survival, and significance was deter-
mined by the log-rank (Mantel-Cox) test.

In vivo bioluminescence imaging
Ten minutes after intravenous injection with 200 l of luciferin po-
tassium salt (PerkinElmer) suspended in PBS, mice were anesthetized 
and imaged using the IVIS Spectrum (PerkinElmer). Bioluminescence 
was quantified using Living Imaging software (Caliper Life Sciences).

Immunohistochemistry
Tissue samples were collected with patient consent at the University 
of Kentucky and prepped as a TMA. Slides were heated at 60°C for 1 
hour followed by deparaffinization and hydration, washed with wa-
ter, placed into 1× Dako Target Retrieval Solution (S1699, Agilent), 
and subsequently incubated in the Biocare Medical Decloaking 
Chamber at 110°C for 10 min. Slides were washed twice with PBS for 
3 min, 200 l of peroxidase block (Dako K4011, Agilent) was added, 
and slides were incubated for 10 min at RT followed by a PBS rinse. 
Next, two to five drops of protein block background with background 
sniper (BS966H, Biocare Medical) were added, and slides were incu-
bated for 10 min at RT followed by 1 to 2 min of PBS rinse. IDH3 
antibody (HPA041465, Sigma-Aldrich) was added at a 1:400 dilu-
tion to the slides and incubated for 1 hour. Slides were then rinsed 
three times with tris-buffered saline/Tween 20 for 1 min each. Second-
ary antibody (Dako 4011, Agilent) was added and incubated for 
35 min followed by three PBS washes. DAB (3,3′-diaminobenzidine) 
chromogen was added, incubated up to 3 min followed by counter-
staining with hematoxylin, and then washed with water. The slides 
were then dehydrated, and coverslips were mounted with Permount. 
A licensed and practicing neuropathologist then scored the tissues as 
concerns IDH3 staining intensity. For endothelial cell staining, tis-
sue was deparaffinized followed by incubation with IDH3 antibody 
(HPA041465, Sigma-Aldrich) overnight and then with CD31 anti-
body (sc-1506, Santa Cruz Biotechnology) for 1 hour. Samples were 
then blocked with 3% hydrogen peroxide in water for 10 min and 
with avidin/biotin for 15 min each. Blocking of nonspecific proteins 
was further achieved by incubating in 5% normal donkey serum for 
30 min. The slides were then incubated with secondary Cy3 anti-rabbit 
for 1 hour and then secondary biotinylated anti-goat for 30 min, 
followed by treatment with the ABC Kit (PK-4000, Vector Labs) for 
30 min. The slides were then incubated with a working solution of 
biotinyl tyramide for 5 min and then with Alexa Fluor 488–streptavidin 
for 30 min. Hoechst nuclear staining was performed for 10 min.

Metabolomics steady-state study
Cells (7.5 × 106; NHAs with CRISPR-mediated IDH3 KO or NHAs 
overexpressing IDH3 and their corresponding control cell lines) were 

washed twice with DPBS and then snap frozen in liquid nitrogen. At 
Metabolon, samples were then processed by the automated Microlab 
STAR System (Hamilton). Recovery standards were added to all sam-
ples for quality control measures. Methanol was added to all samples. 
Each sample was shaken for 2 min followed by centrifugation to 
release metabolites. All samples had aliquots that underwent UPLC- 
MS/MS (Thermo Fisher Scientific) with reverse phase (RP) plus posi-
tive ion mode electrospray ionization (ESI), with RP plus negative ion 
mode ESI, or following hydrophilic interaction liquid chromatogra-
phy column (Waters UPLC BEH Amide 2.1 mm × 150 mm, 1.7 m) 
elution with negative ion mode ESI. Samples were reconstituted with 
solvents appropriate for each method and run alongside standards. 
Data were analyzed using Metabolon hardware and software. Com-
pounds were identified on the basis of a narrow retention index that 
was then compared to a library of purified standards and MS/MS 
scores comparing the experimental spectrum to the library spectrum.

13C-labeled glucose tracer studies
Six-well plates were seeded with ~50,000 cells per well and allowed 
to attach overnight. The next day, all wells were washed with nutrient- 
free medium (DMEM; catalog no. A144300, Thermo Fisher Sci-
entific) and then given medium supplemented with 4 mM glutamine 
(catalog no. G8540, Sigma-Aldrich), 10% dialyzed FBS (catalog no. 
A3382001, Thermo Fisher Scientific), 1 mM sodium pyruvate (cat-
alog no. P5280, Sigma-Aldrich), and 25 mM uniformly 13C-labeled 
glucose (catalog no. 110187-42-3, Cambridge) for all time point sam-
ples excluding the 0-hour time point, which was labeled with 25 mM 
12C-labeled glucose (catalog no. G7021, Sigma-Aldrich). At desig-
nated time points, the medium was removed, and the cells were 
washed with a cold 0.9% NaCl solution. Subsequently, 1 ml of ice-
cold 80% methanol/water solution was added to each well, and the 
plate was placed at −80°C. After 15 min, the plates were removed 
from −80°C and placed on dry ice while the sample wells were 
scraped, and the cell/80% methanol solution was placed in collec-
tion tubes. The tubes were spun at 20,000g for 10 min at 4°C. The 
supernatant was taken and split between two tubes per sample. The 
amount of supernatant taken was based on cell counting to normal-
ize the amount of cells per tube. Last, samples were dried in a speed 
vacuum at RT for 2 to 3 hours. This dry pellet was then stored at 
−80°C until analysis by LC-MS, as previously published (37).

13C-labeled serine tracer studies
Cells were seeded in six-well plates (1 × 106 per well) and allowed to 
attach (approximately 80% confluency). Cells were washed with PBS 
and given nutrient-free medium (MEM; catalog no. M0268, Sigma- 
Aldrich) supplemented with 10% dialyzed FBS (catalog no. A3382001, 
Thermo Fisher Scientific), 1 mM sodium pyruvate (catalog no. P5280, 
Sigma-Aldrich), penicillin/streptomycin, glycine (30 mg/liter), and 
labeled 13C3 15N1 serine (catalog no. CNLM-474-H, Cambridge) for 
3 hours. Cells were then washed with PBS and collected for DNA 
extraction, using the QIAamp DNA Mini Kit (catalog no. 51304, 
Qiagen), including ribonuclease treatment (catalog no. 1007885, 
Qiagen), following the manufacturer’s instructions. DNA (2.5 g) 
was acid hydrolyzed at 40°C under nitrogen gas. Briefly, formic acid 
was added to the dry pellets and incubated at 130°C for 3.5 hours. 
The acid was dried at 40°C under nitrogen gas, and the pellets were 
resuspended in LC-MS–grade water. Cold solution of LC-MS–
grade methanol (62.5%) and acetonitrilie (37.%) was added, and 
samples were dried in a speed vacuum at RT for 2 to 3 hours. This 
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dry pellet was then stored at −80°C until analysis by LC-MS, as pre-
viously published (38).

Seahorse assay
The day before the assay, the Seahorse cartridge was placed in the 
XF calibrant and incubated overnight at 37°C. On the day of the assay, 
cells were seeded into the Seahorse 96-well plate at 15,000 cells/80 l 
per well. The plates were incubated at RT for 1 hour to allow even 
distribution of cells across the well floor. Before placing the sample 
plates in the Seahorse XF96 Analyzer, medium volume was adjusted 
to 175 l in each well. Oligomycin at 2 M, CCCP at 10 M, and 
antimycin A and rotenone at 2 M each, diluted in DMEM, were 
injected sequentially into each well including control wells, contain-
ing only medium, following the standard Seahorse protocol.

IF and confocal microscopy
Cells were seeded in either 10-cm dishes or 24-well plates contain-
ing synthetic poly-d-lysine/mouse laminin–coated 12-mm round 
coverslips (Corning) and allowed to attach. Cell medium was re-
moved, and cells were washed with PBS before fixation with 4% 
paraformaldehyde in deionized water for 5 min. The coverslips 
were washed with PBS, and cells were permeabilized with PBS/0.2% 
Triton X-100 (EMD) for 5 min. The coverslips were washed with PBS, 
followed by PBS/1% FBS, and then blocked for 30 min in PBS/1% 
FBS. The blocking solution was removed, and primary antibodies 
diluted in PBS/1% FBS [i.e., anti-IDH3 (5 g/ml; ab58641, Abcam), 
anti-cSHMT (1:50; sc-514410, Santa Cruz Biotechnology), anti–lamin 
A (1:500; sc-6214, Santa Cruz Biotechnology), and anti–cytochrome c 
(1:500; 556432, BD Biosciences), together with Hoechst 33342 
(1:10,000; Invitrogen)] were added and incubated with cells over-
night at 4°C. Coverslips were washed twice with PBS/1% FBS, and 
the secondary antibody was added [Alexa Fluor 488 anti-goat or 
anti-rabbit, Alexa Fluor 648 anti-rabbit, or Alexa Fluor 568 anti- 
mouse (1:300; Invitrogen/Life Technologies)] for 1 hour at RT in 
the dark. The coverslips were washed once with PBS/1% FBS, twice 
with PBS, and once with water before being mounted on microscope 
slides. Slides were imaged using a Nikon A1R spectral microscope 
with a light-emitting diode power source. To quantify IDH3 and 
cSHMT colocalization using ImageJ, a macro was designed that cre-
ated a mask for cSHMT intracellular distribution, based on the Alexa 
Fluor 568 staining; appropriate thresholds were used to decrease 
background signal. The percentage of IDH3 staining (Alexa Fluor 
488) covered by the cSHMT mask was quantified relative to total 
IDH3 staining, and thus, colocalizing with cSHMT was determined.

Reverse transcription quantitative PCR
mRNA expression was measured using SYBR green technology 
(Integrated DNA Technologies) and quantified using the Ct method.

DNA global methylation array
DNA global methylation was measured in four biological repli-
cates. Methylation levels were measured using the Infinium Human 
MethylationEPIC BeadChip Array (Illumina Inc., CA, USA), which 
targets more than 850,000 methylation sites. Samples were random-
ly plated on each chip. A 500-ng DNA sample was used to perform 
bisulfite conversion followed by methylation profiling according to 
Illumina’s protocol. BeadChips were scanned with an Illumina 
iScan and analyzed using the Illumina GenomeStudio software. All 
experiments were conducted following the manufacturer’s protocols.

RNA sequencing
RNA was extracted from control or IDH3 KO NHAs using the 
RNeasy Kit (Qiagen) according to the manufacturer’s protocol. RNA 
quality control was performed using an Agilent Bioanalyzer. RNA-
seq libraries were generated using Illumina TruSeq mRNA stranded 
kits following Illumina protocols. Libraries were quantitated using an 
Agilent bioanalyzer, and the pooled libraries were sequenced with 
an Illumina HiSeq 4000 system using Illumina reagents and protocols.

Preprocessing of RNA-seq expression data
RNA-seq data were preprocessed using RSEM software package with 
in-built STAR alignment tool (39, 40). Raw sequence reads were 
aligned to human reference genome (GRCh37/hg19 assembly).

Differential expression analysis using DESeq2
Abundance quantifications were imported into R software, and gene 
expression matrix was constructed using R Bioconductor package 
tximport (41). Count values summarized by tximport were analyzed 
using the DESeq2 algorithm. Differential expression was defined at 
a threshold of FDR = 0.05 and absolute log fold change > 1.

Preprocessing of methylation microarray data
Methylation microarray data from Illumina Infinium Human 
MethylationEPIC BeadChip platform were analyzed using R Bio-
conductor package minfi (42). Raw IDAT files were loaded into R 
software, and raw intensity signals were preprocessed and normalized 
using functional normalization algorithm optimized for multicon-
dition studies (43). The resulting normalized  values were further 
converted to M values [M = log2(/(1 − ))] for downstream statis-
tical analyses. Quality control was performed by manually checking 
quality control density plots. Probes with single-nucleotide poly-
morphisms were dropped as they are prone to affect methylation 
measurements. All probes were annotated using human reference 
genome GRCh37/hg19 assembly. Quality as well as sample-wise pat-
tern of the preprocessed data were preliminarily visualized by prin-
cipal components analysis.

Differentially methylated position analysis using Limma
To identify which individual CpG loci were differentially methylated 
between IDH3 KO and control conditions, we performed differen-
tially methylated positions (DMP) analysis using Limma algorithm 
(44). The M-value matrix was subjected to lmfit to compute the mean 
difference between conditions. Differentially methylated CpG loci 
was defined as Benjamini-Hochberg adjusted P < 0.05 and absolute 
M-value difference greater than 1 (|M-value| > 1).

Differentially methylated region analysis using DMRcate
To identify and visualize consistent methylation patterns within con-
tinuous genomic regions (e.g., CpG islands), we also performed dif-
ferentially methylated regions (DMR) analysis using DMRcate package, 
which applies a Gaussian kernel smoothing to demarcate adjacent 
CpG sites within a genomic window (45). We applied the kernel band-
width lambda = 1000 and scaling factor C = 2 following the recom-
mended setting. We visualized the most significant DMRs in terms 
of minimum FDR using the DMR.plot function within the package.

Integrative analysis of expression and methylation data
To elucidate the relationship between expression level of a gene and 
methylation level of a CpG locus within that gene, we performed an 

 on January 17, 2019
http://advances.sciencem

ag.org/
D

ow
nloaded from

 

http://advances.sciencemag.org/


May et al., Sci. Adv. 2019; 5 : eaat0456     2 January 2019

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

14 of 15

integrative analysis combining our RNA-seq expression and meth-
ylation array data. To associate a methylation probe with a gene, we 
defined the putative promoter region as −2 kb to +500 base pairs 
(bp) of the transcription start site (TSS) and linked all CpG loci with 
the corresponding gene. Genes with low expression were removed. 
We used trimmed mean of M values (TMM) normalization across 
samples to adjust the difference in library size and log2 transformed 
the normalized expression values (46). We identified 209,063 CpG-
gene pairs between 23,967 genes and 835,778 CpG sites. We then 
performed Pearson correlation analysis between gene expression 
and methylation data to identify statistically significant CpG-gene 
pairs. A positive correlation indicates methylation and expression 
change in the same direction, while a negative correlation implies 
changes in the opposite direction.

5mC/5hmC DNA dot blot
gDNA extracted in water was diluted to a final concentration of 
400 ng/l in 10-l volume for both NHA control and IDH3 KOs. 
Subsequently, to each dilution, 200 l of 6× saline sodium citrate 
(SSC) was added. Each sample was heated at 100°C for 10 min and 
allowed to cool on ice, and 200 l of ice-cold 20× SSC was added. 
Meanwhile, nitrocellulose membrane and two filter papers were 
wetted with 6× SSC and then mounted on a 96-well dot blot appa-
ratus. To the wells to be used, 500 l of water was added and pulled 
through the membrane with gentle vacuum pressure. Subsequently, 
the diluted samples were added and pulled through. Last, the mem-
brane was washed with 500 l of 2× SSC solution and pulled through 
the membrane. The membrane was allowed to air dry before ultra-
violet DNA cross-linking for 5 min at 100 J/cm2. The membrane 
was incubated in 5% milk overnight. The following day, 5mC or 
5hmC antibodies (#MABE146, Millipore and #39769, Active Motif) 
were added to the membrane (1:1000 dilution in 5% milk) for 1 hour, 
washed three times with PBS-T (5 min each), incubated with sec-
ondary mouse antibody (1:2500) for 30 min, washed three times with 
PBS-T again, and then developed with ECL. The loading was deter-
mined by 0.02% methylene blue stain.

MTT assay
Cells were seeded at 10,000 cells per well in a 96-well plate and treated 
with vehicle/Opti-MEM, or 0.1, 1, 10, or 100 M MTX, 0.5 mM NAC, or 
1 mM formate/0.4 mM glycine. The MTT assay was performed follow-
ing the manufacturer’s protocol (American Type Culture Collection).

Histone methylation
NHA controls and NHA IDH3 KO cells were grown in 10-cm 
dishes. At confluency, 1 million cells were collected for every bio-
logical replicate, three per group, washed with PBS, and flash frozen 
in liquid nitrogen. The samples were analyzed on the TSQ Quan-
tum Ultra MS. To prepare the samples for MS, histones were acid 
extracted, washed, and then subjected to propionylation and tryptic 
digestion (47). Samples were then resuspended in 50 l of 0.1% tri-
fluoroacetic acid/mH2O. For each sample, we prepared three tech-
nical replicates. We used 3 l per injection. HeLa cells were used as 
quality control and for data comparison. Targeted analysis of un-
modified and various modified histone peptides was performed.

Statistical analysis
All graphical and WB data are a culmination or representation of 
n ≥ 3 biological replicates with technical replicates (n ≥ 3) within 

each biological replicate. Data are represented as means ± SD (or 
SEM) for bioluminescence. Two-tailed Student’s t test was used to 
compare control to experimental groups, unless otherwise stated. 
P ≤ 0.05 was considered to be statistically significant.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/5/1/eaat0456/DC1
Fig. S1. IDH3 is confined to the nuclear periphery and highly expressed in the tumor-
associated vasculature.
Fig. S2. IDH3 regulates cellular invasiveness.
Fig. S3. Subcellular redistribution of IDH3 and colocalization with cSHMT.
Fig. S4. Effect of IDH3 ablation on glycolysis, TCA, and folate one-carbon metabolism.
Fig. S5. IDH3 KO does not affect global histone methylation status but affects DNA 
methylation.
Fig. S6. IDH3 loss of function through impact on DNA methylation regulates gene expression.
Fig. S7. IDH3 expression affects MTX treatment response.
Table S1. Alterations in IDH3 expression lead to widespread metabolomic changes.
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