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The landscape of transcription errors in eukaryotic cells
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Accurate transcription is required for the faithful expression of genetic information. To understand the molecular
mechanisms that control the fidelity of transcription, we used novel sequencing technology to provide the first
comprehensive analysis of the fidelity of transcription in eukaryotic cells. Our results demonstrate that
transcription errors can occur in any gene, at any location, and affect every aspect of protein structure and function.
In addition, we show that multiple proteins safeguard the fidelity of transcription and provide evidence suggesting
that errors that evade these layers of RNA quality control profoundly affect the physiology of living cells. Together,
these observations demonstrate that there is an inherent limit to the faithful expression of the genome and suggest
that the impact of mutagenesis on cellular health and fitness is substantially greater than currently appreciated.
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INTRODUCTION
Biological reactions are remarkably precise. Our proteins have the
unique ability to select the correct substrates out of complex mixtures
of countless molecules and to do so at the right time, at the right place,
and with the right partners. This precision is especially important in the
context of DNA replication, transcription, and translation. Together,
these three processes preserve the integrity of our genome and ensure
the faithful expression of our genetic code. As a result, numerous studies
have investigated the mechanisms that control the fidelity of DNA
replication (1) and translation (2), but technical limitations have hand-
icapped efforts to investigate the fidelity of transcription. Unlike genetic
mutations, transcription errors are transient events that are not stably
inherited from cell to cell, whichmakes themdifficult to detect. To solve
this problem, a number of novel reporter assayswere recently developed
that were inspired by early in vitro measurements of transcriptional
fidelity (3–7). Excitingly, these reporter assays now allow transcription
errors to be detected in living cells, but because they only detect
transcription errors in artificial reporter constructs, it is unclear whether
their findings can be extrapolated to the rest of the genome. To overcome
this limitation, numerous strategies have been deployed, including the
mining of RNA sequencing (RNA-seq) data for splicing errors (8) and
the design of completely novel sequencing assays, such as the “high-
resolution sequencingmethod” (9), the “replicated sequencingmethod”
(10), and the “circle-sequencing method” [for an in-depth review of
these methods, see the study of Gordon et al. (11)]. Conceptually, the
most straightforward way to measure the fidelity of transcription is
by reverse transcription of RNA, followed by complementary DNA
(cDNA) sequencing. A crucial drawback of this strategy is that re-
verse transcriptases are notoriously error-prone and expected to
make one error every ≈10,000 to 30,000 bases (12). In contrast,
RNA polymerases are expected to make one error every 300,000 bases
(10). Thus, a standard cDNA library will always be dominated by
reverse transcription errors that mask the errors made by RNA poly-
merases. One solution to this problem is to reverse-transcribe the same
mRNA molecule multiple times. For example, if three cDNA copies
were made of a single mRNA molecule, then a true transcription er-
ror would be present at the same location in every cDNA copy of this
molecule, whereas a reverse transcriptase error would appear in only
one of these copies. This is the core idea behind most of these novel
sequencing assays, including the “circle-sequencing” assay, which
was originally designed to sequence RNA viruses (12, 13). The circle-
sequencing assay carries this name because a key step in its protocol
is mRNA circularization. After circularization of the mRNAmolecules,
they are reverse-transcribed in a rolling-circle reaction so that each
cDNA molecule consists of a tandem repeat of the mRNA template.
These concatemers can then be sequenced to identify transcription
errors and analyzed using advanced bioinformatics to distinguish
true transcription errors from potential artifacts (Fig. 1). Recently, the
original version of the circle-sequencing assay was applied to study the
fidelity of transcription in bacteria (14). Here, we describe numerous
modifications to the circle-sequencing assay (12, 13), which allowed
us to streamline the protocol, increase its sensitivity, and design a cus-
tomized bioinformatic pipeline to identify transcription errors. We
changed a key step in the protocol that artificially increased the detected
error rate by 5- to 10-fold through direct damage to RNA targets, which
could have affected the measurements made in bacteria. A more detailed
discussion of these improvements and the bioinformatic pipeline we
used for error discovery can be found in fig. S1 and Materials and
Methods. The code for our pipeline can be downloaded at https://
github.com/LynchLab.
RESULTS
Over the course of our experiments, we screened >8.5 billion bases of
the yeast transcriptome and found >200,000 transcription errors in
eight unique cell lines. Because previous efforts have detected only
109 transcription errors in eukaryotic cells (10), our experiments re-
present the first comprehensive analysis of the fidelity of transcription
in a eukaryotic organism. The errors we detected were distributed
across the entire transcriptome of Saccharomyces cerevisiae, indicating
that our approach provides a genome-wide view of transcriptional
mutagenesis in yeast (Fig. 2, A and B). Errors were found along the
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entire length of transcripts, indicating that they affect every aspect of
RNA functionality, including the location of the start and stop codon,
the stability of secondary structures, and the information that is en-
coded in the primary sequence. Accordingly, transcription errors also
affect every aspect of protein structure and function, including resi-
dues for posttranslational modifications, catalysis, substrate binding,
and structural integrity. As one illustration of these observations, we
mapped a small portion of the errors we detected in the mRNA of
the ADH1 gene onto the ADH1 transcript and a larger portion on the
three-dimensional structure of an ADH1 dimer (Fig. 2, C to E).
Together, these experiments demonstrate that the circle-sequencing
assay is a powerful new sequencing tool that can be exploited tomonitor
the fidelity of transcription across the entire genome with single base-
pair resolution. The resultant data can then be analyzed to understand
the impact of transcription errors on RNA and protein biology.

Transcription errors are not equally distributed over
the transcriptome
To determine the error rate of transcription, we analyzed >2.5 billion
bases from 12 biological replicates of wild-type (WT) cells and found
that on average, the yeast transcriptome contains ≈4.0 errors per mil-
lion base pairs. Thus, these results demonstrate that transcription errors
occur >100-fold more frequently than DNA replication errors (15).
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
These errors are not distributed equally over the transcriptome. mRNA
molecules synthesized by RNA polymerase II (RNAPII) contain the
least amount of errors (3.9 × 10−6 per base pair), followed by ribosomal
RNAmolecules synthesized by RNAPI (4.3 × 10−6 per base pair), mito-
chondrial RNA (9.3 × 10−6 per base pair), and RNAmolecules synthe-
sized by RNAPIII (1.7 × 10−5 per base pair; Fig. 3A). These results
suggest that each polymerase has its own unique error rate, similar to
what has been observed for DNA polymerases (16). Within a class of
transcripts, however, the error rate was remarkably constant. For exam-
ple, the error rate of transcripts synthesized by RNAPII is independent
of the expression level of a gene (fig. S2), its distance from an origin of
replication (fig. S3), or the position of a base along the length of the gene
(fig. S4). In addition, we found that bases that are known to be subject to
RNAmodifications did not display an increased error rate, although we
did detect a significant decrease in the coverage of these bases, indicating
that they are not efficiently reverse-transcribed and thus underrepresented
in our data set.

Multiple RNA polymerase subunits control the error rate
of transcription
RNAPII is further known to be associated with RNAPII subunit
RPB9 and transcription factor II S (TFIIS), two proteins that were
previously shown to improve the fidelity of RNAPII on genetically
engineered DNA templates (17, 18). We found that rpb9D and dst1D
cells (Dst1 encodes the TFIIS protein) displayed a 5- to 10-fold increase
in the error rate of mRNA synthesis, indicating that these proteins are
responsible for the high fidelity of transcription by RNAPII (Fig. 3B).
RPB9 is further known to interact with the trigger loop of RNAPII (17),
a highly dynamic structure that is thought to function as a kinetic selec-
tor for correct nucleoside triphosphate substrates (19). Accordingly,
a single-point mutation in the major catalytic subunit of RNAPII that
directly affects the trigger loop (Rbp1E1103G) (20) increased the error rate
of mRNA synthesis fivefold (Fig. 3B), further cementing the role of the
trigger loop in the fidelity of RNAPII (17, 20, 21). Other RNA species
were not affected by these interventions, confirming that these alleles
only regulate the fidelity of RNAPII (Fig. 3B). RNAPI is associated with
RPA12, a protein that is partially homologous to both RPB9 and TFIIS
(22, 23). Accordingly, our results suggest that RPA12 may regulate the
fidelity of RNAPI. To test this hypothesis, wemeasured the error rate of
rpa12D cells and found that rpa12D cells display an 11-fold increase in
the error rate of transcription by RNAPI, whereas the error rate of
RNAPII remained constant (Fig. 3B), revealing parallels in themechan-
isms responsible for the fidelity of different RNAP. Because subunit C11
of RNAPIII is homologous to RPB9, TFIIS, and RPA12 (22, 23), it
would be interesting to determine whether this protein is responsible
for the fidelity of RNAPIII.

Finally, we found that none of the error-prone mutants we tested
displayed a higher genomicmutation rate thanWT cells, excluding this
possibility as a potential explanation for our findings (fig. S5). Note that
additional safety mechanisms are built into our bioinformatic pipeline
that also prevent genetic mutations from affecting our measurements
on WT cells. Instead, these observations strongly support the idea that
the fidelity of RNA polymerases is maintained by the inherent design of
the catalytic subunits and the accessory subunits that directly interact
with the holoenzyme (19).

The spectrum of transcription errors in yeast cells
To gain more insight into the molecular mechanisms that drive the er-
ror rate of transcription by RNAPII, we examined its error spectrum in
Circularization

mRNA extraction

Fragmentation

70–100 bp

Copy 1 Copy 2

Copy 3

Copy 4

Copy 2 Copy 3 Copy 4

Reverse transcription 

Library construction

Amplification and sequencing
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Fig. 1. A visual representation of the circle-sequencing assay. The circle-
sequencing protocol identifies transcription errors (orange circles) by fragmenting
RNA (green strands) into short oligonucleotides, circularizing them, and reverse-
transcribing the RNA circles in a rolling-circle reaction to generate linear cDNA
molecules made up of tandem repeats of the original RNA fragment (blue
strands). During this step, artificial mutations may arise in the cDNA (purple
circles). The cDNA is then processed to generate a library, amplified, and se-
quenced, during which further artifacts may arise (teal circles). However, because
these artifacts are only present in one copy of the tandem repeats, they can be
distinguished from true transcription errors, which are present in all tandem re-
peats. bp, base pair.
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greater detail. In WT cells, RNAPII primarily makes C→U and G→A
transitions and G→U transversions (Fig. 3C). This error spectrum
overlaps with RNAPI, suggesting that similar mechanisms control the
fidelity of these polymerases. We further found that these errors occur
in a wide variety of genetic contexts, which display several interesting
patterns (Fig. 3D). For example, cytosine is most mutable when flanked
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
at the 3′ end by a purine base, whereas guanine is most mutable when
flanked at the 3′ end by a pyrimidine base, suggesting that the transition
between purines and pyrimidines can be problematic. A clear pattern
emerged for uracil as well, which is most likely to be mutated when
flanked on the 5′ end by a guanine. Most likely, multiple mechanisms
contribute to these error rates, including the rate at which nucleotides
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Fig. 2. Overview of transcriptional mutagenesis in yeast. Over the course of our experiments, we detected >200,000 transcription errors. Here, we provide a broad
overview of our results at increasing levels of detail. (A) The transcription errors detected were distributed across the entire genome of yeast. (B) Although transcription
errors occurred randomly across the length of a chromosome, most errors were detected in highly transcribed genes. These genes do not display an increased error
rate per nucleotide but were simply sequenced at a greater frequency and thus provided the greatest amount of information to our data set. “Errors” indicate the total
number of errors detected within a 100-bp interval. “Coverage” indicates the number of times a base pair in that interval was sequenced. (C) Depiction of a subset of
the errors that were detected in the ADH1 gene. More than 2000 errors were detected in the ADH1 gene, affecting approximately 50% of all possible nucleotides. Each
block represents a single error. Green blocks represent errors that changed the start codon of the ADH1 gene, purple errors changed its stop codon, and red errors
generated premature termination codons. We also detected synonymous (orange) and nonsynonymous errors (blue), which altered almost every aspect of protein
function and structure. (D) Individual errors detected in a small region of the ADH1 mRNA. (E) All errors detected in the ADH1 mRNA that are mapped onto the protein
structure. All amino acids in which errors were detected are shown in red. For clarity, NAD is depicted in blue, and zinc is depicted in yellow.
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are misincorporated, extended, and proofread (24), and the impact of
DNA damage on transcriptional fidelity (25). Similar errors commonly
occur in bacteria (14) and Caenorhabditis elegans (10), suggesting the
existence of conserved mechanisms of transcriptional mutagenesis
across the tree of life.We further found that the error spectrumof RNA-
PII strongly depends on the trigger loop and the function of TFIIS
because the error spectra of rpb9D, dst1D, and rbp1E1103G cells are pri-
marily dominated by G→A transitions (Fig. 3E). Then, each of these
alleles seems to have evolved in ways that primarily prevent just a single
base-pair substitution, although they do so in slightly different genetic
contexts (Fig. 3D). The error spectrum of rpa12D cells was also strongly
biased towardG→A transitions, further underlining the functional sim-
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
ilarities between RPA12, RPB9, and TFIIS (Fig. 3F). The error spectrum
of RNAPIII was also dominated byG→A transitions (fig. S6), which, in
combination with its increased error rate, suggests that it functions like
an error-prone version of RNAPI and RNAPII. The error spectrum of
the mitochondrial RNAP was completely unique, most likely due to its
evolutionary origin as a phage polymerase (Fig. 3C).

In addition to single base-pair substitutions, RNAPII also commits
insertions (7.4 × 10−7 per base pair) and deletions (2.1 × 10−7 per base
pair), almost all of which were either one or two bases in length. As
expected, RNAPI commits these errors as well but does so at a slightly
higher rate than RNAPII (8.8 × 10−7 per base pair for insertions and
3.4× 10−7 per base pair for deletions; Fig. 4A). The frameshifts committed
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by RNAPII preferentially occurred on homonucleotide and dinucleotide
tracts of DNA (Fig. 4, B and C), and their frequency increased expo-
nentially with the length of the tract, closely matching observations
on genetically engineered templates (21, 26, 27). Similar transcrip-
tional frameshifts occur on dinucleotide tracts inside the b-amyloid
precursor gene in patients with nonfamilial Alzheimer’s disease (28, 29),
which result in short, aggregation-prone peptides that actively con-
tribute to disease progression, indicating that these tracks are of direct
medical relevance. We further found that all of the error-prone alleles
increased the insertion rate by 5- to 10-fold (Fig. 4D), whereas only
dst1D cells displayed an increased deletion rate (fig. S6).
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
Nonsense-mediated RNA decay becomes less efficient in the
3′ end of transcripts
Because frameshifts are more disruptive than single-base substitutions,
it is likely that additional safeguards have evolved to prevent them. For
example, frameshifted mRNA molecules typically contain premature
termination codons (PTCs), triggering their elimination by the
nonsense-mediated RNA decay (NMD) pathway (30). Accordingly,
we found that the insertion rate increased almost twofold when an es-
sential component of theNMDpathway (Upf2) was knocked out (Fig. 4E)
(31).We observed a similar trend in single-base substitutions that gen-
erate premature stop codons, whereas errors that cause synonymous
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ormissensemutationswere unaffected byUpf2deletion (table S1). It is
further thought that the ability of NMD to identify a PTC diminishes
the closer it is to the polyadenylate [poly(A)] tail (30), although a
detailed map of the efficacy of NMD along the length of a gene has
not been established. In agreement with this idea, we found that PTCs
are relatively rare in the 5′ end of transcripts but that their frequency
increases markedly in the final 400 bases preceding the 3′ end of tran-
scripts (Fig. 4G). Deletion of upf2 abolished this pattern in all of the
error-prone cell lines (Fig. 4G), confirming that NMD was responsible
for this asymmetric distribution and thereby outlining the practical lim-
itations of this pathway in yeast. Similar observations were made for
PTCs generated by single-base substitutions.

Transcription errors reduce proteostasis
Transcription errors play an important role in protein stability. In
humans, transcription errors generate toxic versions of the Ab protein
in patients with nonfamilial Alzheimer’s disease (28, 29) and faulty
ubiquitin-B (UBB) proteins in patientswithDown syndrome (28, 29). In
addition, transcription errors induce proteotoxic stress and accelerate
cellular aging in yeast (32). To better understand the link between
transcription errors and protein instability, we examined the impact
of transcription errors in proteins in greater detail using the ADH1 pro-
tein as a model for our observations (Fig. 2, C and E). We found that
transcription errors can affect the function of ADH1 in every conceiv-
able way. Because most amino acids support the structural integrity of
proteins, transcription errors affected the structural integrity of the
ADH1 protein themost. For example, some errors prevented the for-
mation of hydrogen bonds and salt bridges that normally mediate the
internal stability to ADH1 monomers, whereas other errors changed
amino acids that allow ADH1 to form stable dimers and tetramers
(Fig. 2C) (33). Most likely, these observations directly underlie the link
between transcription errors and misfolded proteins inside cells. We
previously showed, and confirm here, that these misfolded proteins
can affect both the growth rate and life span of yeast cells (Fig. 5, A and
B) (32), forcing them to depend on molecular chaperones, such as
YDJ1, to prevent greater toxicity (Fig. 5, C and D) (32).

Transcription errors may affect multiple biological processes
To further explore the consequences of transcription errors on cellular
health, we used an independent RNA-seq analysis to compare the tran-
scriptome ofWT cells to two cell lines suffering from increased levels of
transcription errors (rbp1E1103G and rpb9D cells) and identified 21 genes
that were significantly up-regulated >2-fold in both of the error-prone
cell lines (Fig. 5E and tables S2 and S3). Five of these genes play a role in
protein quality control, consistentwith the idea that transcription errors
result in proteotoxic stress. Surprisingly, we found that the remaining
genes were involved in various metabolic pathways. A whole-proteome
analysis that detected >4000 proteins demonstrated that 12 of these
21 genes were also up-regulated >2-fold at the protein level in both error-
prone cell lines (Fig. 5, F and G, and table S4). Of these 12 genes, Ade1,
Ade2, and Ade17 regulate sequential steps in purine biosynthesis; Car1,
Car2, Dur1,2, Put 1, and Put2 play a role in the urea cycle; and Bna2
regulates the degradation of tryptophan to kynurenine, a building block
for the synthesis of nicotinamide adenine dinucleotide (NAD). These
results suggest that transcription errors may deplete several cellular
resources, including nitrogen, purines, and NAD. To test this hypothesis,
we performed a metabolomic analysis and found that both error-
prone cell lines display a significant reduction in guanosine, guanine,
and 2′-deoxyguanosine (Fig. 5H and fig. S7), as well as citrulline and
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
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Car1 3.7 3.4 Arginase, catabolizes arginine to ornithine and urea
Car2 3.2 2.9 L-Ornithine transaminase
Cem1 2.2 5.3 Mitochondrial beta-keto-acyl synthetase, required for mitochondrial respiration
Dal1 3.1 NS Converts allantoin to allantoate; sensitive to nitrogen catabolite repression
Dit1 2.4 NS Enzyme required for spore wall maturation
Dur1,2 2.9 4.9 Contains allophonate hydrolase activities, degrades urea to CO2 and NH3
Gap1 2.7 NS General amino acid permease
Hpf1 2.4 NS Reduces the particle size of aggregated proteins
Hsp12 5.2 NS Plasma membrane protein involved in maintaining membrane organization
Hsp82 2.8 3.0 Hsp90 chaperone
Put1 10.1 46.8 Protein involved in utilization of proline as sole nitrogen source
Put2 3.3 3.5 Protein involved in utilization of proline as sole nitrogen source
Ser3 4.0 11.9 Catalyzes the first step in serine and glycine biosynthesis
Stf1 2.1 NS Regulates the mitochondrial F10-ATP synthetase
Ubi4 2.5 NS Ubiquitin, marks proteins for selective degradation

Fold change

protein

Enzyme required for de novo purine biosynthesis
Enzyme required for de novo purine biosynthesis

F
o

ld
 c

h
a
n

g
e

W
T

r
p
b
1
E
1
1
0
3
G

r
p
b
9
Δ

u
p
f2

Δ

r
p
b
9
Δ; 

u
p
f2

Δ
0.0

0.5

1.0

1.5

2.0

**
** **

F
o

ld
 c

h
a
n

g
e

W
T

r
p
b
1
E
1
1
0
3
G

rp
b
9
Δ 

u
p
f2

Δ

r
p
b
9
Δ; 

u
p
f2

Δ
0.0

0.5

1.0

1.5

**
** **

F
o

ld
 c

h
a
n

g
e

W
T

rp
b
1
E
1
1
0
3
G

r
p
b
9
Δ

u
p
f2

Δ

r
p
b
9
Δ; 

u
p
f2

Δ
0

2

4

6

8

10

**

**

**

A

C

E F

G

H

J

I

D

B

Fig. 5. Biological effects of transcription errors in eukaryotic cells. (A) Error-
prone cell lines display a reduced growth rate. (B) Error-prone cells display a re-
duced life span. (C and D) Deletion of the molecular chaperone Ydj1 in Dst1D cells
markedly decreases growth rate and life span, indicating that the error-prone cells
exhibit proteotoxic stress. Previously, we made similar observations for rpb9D and
rpb1E1103G cells (32). (E) A transcriptome analysis of two error-prone cell lines in-
dicates that 75% of the genes that are overexpressed >2-fold in rpb1E1103G cells
are also overexpressed in rpb9D cells. (F) A proteomic analysis of two error-prone
cell lines indicates that 68% of the proteins that are up-regulated >2-fold in
rpb1E1103G cells are also up-regulated in rpb9D cells. (G) List of all the genes that
are up at the transcriptome level in both error-prone cell lines. Genes that were
up-regulated at the protein level as well in both of the error-prone cell lines are
listed in red. NS, not significant. (H and I) Metabolomic analysis of pathways that
are up-regulated at the protein and transcriptome level using guanine, citrulline,
and kynurenine as examples. Each point represents one biological replicate.
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arginosuccinate, two components of the urea cycle regulated by the
Car and Put genes (Fig. 5I and fig. S8). Finally, we detected greatly
increased stocks of kynurenine in the error-prone cells, which is directly
regulatedbyBNA2 (biosynthesis of nicotinic acid protein 2), as well as
decreased stocks of NAD, nicotinamide, and nicotinamide riboside
(Fig. 5J and fig. S9). These metabolites were rarely altered in upf2D
cells (which only display a very small increase in transcription errors)
but were altered in upf2D cells that also lacked Rpb9. Together, these
experiments provide evidence for the idea that in addition to pro-
teotoxic stress, transcription errors can also lead to widespread
changes in the metabolism of eukaryotic cells due to the depletion of
vital resources. However, further experimentation is required to fully
test this hypothesis and to rule out any alternative explanations, in-
cluding the possibility that other features of the error-prone alleles
drove these phenotypes, such as their use of alternative transcrip-
tional start sites.
 on M
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DISCUSSION
The genome provides a precise biological blueprint of life. To imple-
ment this blueprint correctly, the genome must be transcribed with
great precision. Here, we demonstrate that this process is inherently
error-prone and that transcription errors can occur in any gene, at any
location, and affect every aspect of protein structure and function. In
addition, we describe how numerous proteins maintain the fidelity of
transcription, including proteins associated with RNAPI, RNAPII, and
the NMD. These observations provide the first comprehensive analysis
of the fidelity of transcription in eukaryotic cells. Furthermore, with the
modified protocol of the circle-sequencing assaywe describe here, it will
be possible to examine transcriptional fidelity in an even greater detail.
For example, bymimicking our analysis ofRpa12D,Rpb1E1103G,Rpb9D,
andDst1D cells, it will be possible to identify every gene that controls the
fidelity of transcription—for all four major RNA polymerases in eu-
karyotic cells—in any organism of choice. Similar experiments could
determine how age, nutrition, genotype, or exposure to chemicals
affects the error rate of transcription or whether transcriptional fidelity
is perturbed in the context of human disease. Our experiments also
allow new cell types to be studied in the context ofmutation research.
For example, postmitotic cells tend to resist genetic mutation because
they do not undergo DNA replication. As a result, it is thought that
most mutations in peptide sequences arise during transcription and
translation. With the technology we describe here, it will be possible
to define the transcriptional component of these nongenetic mutations
for the first time and to understand how this molecular noise affects
cellular function. Together, these considerations indicate that our
experiments open up a new field of mutagenesis to widespread exper-
imentation. One of the most challenging aspects of this field will be to
define the impact of transcription errors on cellular health. Our experi-
ments (32), as well as those of others (28, 29), now suggest that
transcription errors are particularly detrimental to cellular proteos-
tasis. For example, in patients that suffer from nonfamilial cases of
Alzheimer’s disease, transcription errors can generate toxic versions of
the amyloid precursor protein, whereas similar errors generate mutated
versions of theUBBprotein (28, 29). In both cases, these errors occur on
tracts of GA repeats that are present in the coding regions of the affected
genes. These observations suggest that transcription errors can directly
contribute to human pathology if they occur repeatedly at the same
location. However, in addition to these highly specific transcription
errors, it has long been suspected that a much larger population of
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
errors may exist that has thus far evaded detection because it consists
of errors that occur randomly throughout the genome.Our experiments
now confirm this suspicion and describe the landscape of these errors
in great detail. Moreover, we found that these random transcription
errors seem to affect proteostasis as well and do so in a way that is
complementary to specific transcription errors. More specifically,
because most amino acids support the structural integrity of proteins,
random transcription errors tend to cause protein misfolding. Accord-
ingly, error-prone cells up-regulate various aspects of the protein quality
control machinery to alleviate this stress, which is essential to the health
of the error-prone cells. These observations build on the results of a
previous study (32) in which we used genetic analyses, biochemistry,
fluorescencemicroscopy, proteomics, and electronmicroscopy to dem-
onstrate a similar effect. We went on to show that by overwhelming the
protein quality control machinery, random transcription errors can al-
low other alleles, which are normally targets of this machinery, to
evade degradation (32). For example, we found that Ab(1–42) is de-
graded less efficiently in cells that display error-prone transcription
because the attention of the protein quality control machinery was
diverted by the misfolded proteins that were generated by random
transcription errors. As a result, Ab(1–42) aggregated at lower con-
centrations into more numerous foci in error-prone cells compared to
WT cells. Similar observations were made when TDP-43 (transactive
response DNA binding protein 43 kDa; which is implicated in amyo-
trophic lateral sclerosis), Htt103Q (Huntington’s disease), and a yeast
prion were expressed (32). Thus, these observations suggest that
transcription errors do not only generate highly specific disease-related
peptides but also provide the very conditions that allow these proteins to
survive inside cells and seed aggregates. As a result, transcription errors
may provide a new mechanism by which the severity, progression, and
age of onset ofmultiple proteinmisfolding diseases can be affected. Our
RNA-seq analysis further suggested that transcription errors could al-
so perturb other biological processes, including nucleotide synthesis,
nitrogen metabolism, and tryptophan degradation. An unbiased pro-
teomic screen supported these findings, and a metabolomic analysis
subsequently suggested that these processes were modulated to com-
pensate for the loss of vital resources, including purine, nitrogen, and
NADmetabolites. Similar to the relationship between transcription er-
rors and proteotoxic stress, we suspect that these observations were
the result of countless transcription errors acting together to enable a
specific physiological change. For example, because transcription errors
cause widespread protein misfolding, they up-regulate several molecular
chaperones. In addition tomaintaining proteostasis, these chaperones are
also involved in the regulation of purinosomes (34), protein complexes
that seem to control purine biosynthesis, suggesting that the purine-
related changes seen in the error-prone cells are indirectly related to
reduced proteostasis. Similarly, overexpression of an out-of-frame UBB
protein in yeast (which is generated by transcription errors inAlzheimer’s
patients) modulates Put1, arginine, and ornithine availability (35), three
key components of nitrogen metabolism that were both directly and in-
directly implicated in the error-prone cells. Finally, NAD is deeply inter-
twinedwith cellular life span (36, 37), suggesting that the reduced life span
of the error-prone cell lines may have precipitated altered NAD metab-
olism. It is important to note that further experiments are required to test
these preliminary hypotheses and to rule out alternative explanations, in-
cluding the possibility that other features of the error-prone alleles drove
thesephenotypes, such as their use of alternative transcriptional start sites.

In addition to numerous transcription errors acting in concert to in-
fluence global biological processes, we hypothesize that it is also possible
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for individual errors to affect cellular function, particularly if they occur
repeatedly at the same location. For example, repeated transcription er-
rors can activate green fluorescent protein, luciferase, and the oncogenic
mitogen-activated protein kinase pathway in cells in culture (25, 38–40).
In each of these experiments, a precisely placed DNA lesion provoked
the same transcription error during multiple transcription events. Ac-
cordingly, these observations suggest that until it is repaired, DNA
damage can have the same effect on cellular function as a genetic mu-
tation. A recent study further suggests that single-transcription errors
can affect cellular function as well. Here, it was shown that a single-
transcription error in bacteria can switch the state of a bistable network
of genes and cause a heritable change in the fate of the cell. Because
transcription errors are ubiquitous throughout the genome and can affect
any gene at any location, we suspect that the molecular noise created by
these errors could be substantial. An important challenge in the future
will be to connect these errors directly to the changes in cellular function
and monitor their effect on cellular health. We anticipate that these
experiments will ultimately lead to the discovery of a wide range of un-
expectedphenomena, includingnewmutagens, newmutationalmechan-
isms, and new disease processes that could help us understand how the
environment and our lifestyle choices affect our overall health, as well as
our predisposition to diseases that are caused by protein aggregation.
 on M
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MATERIALS AND METHODS
Cell growth and RNA extraction
Single colonies of each genotype were inoculated in yeast extract/
adenine/peptone/dextrose (YAPD) and incubated for approximately
20 hours at 30°C. The optical density (OD600nm) of each culture was
measured using aNanoDrop 2000C (Thermo Fisher Scientific), and the
cells were reinoculated to an OD600 of 0.1 in 50 ml of YAPD. The cells
were then reincubated at 30°C until they reached an OD600 of 0.8 and
harvested by centrifugation. The cells were lysed with the RiboPure
Yeast kit from Ambion (PN1926M) according to the manufacturer’s
protocol, with the exception that the RNAwas not exposed to tempera-
tures higher than 70°C. After isolation of total RNA, we purifiedmRNA
with either one or two rounds of poly(A) purification using the Sigma-
AldrichGenElutemRNAMiniprep kit (MRN70-1KT) according to the
manufacturer’s protocol, againwith the exception that the RNAwas not
exposed to temperatures higher than 70°C and no longer than 2.5 min.

Library preparation
Five hundred nanograms of RNA was fragmented with the NEBNext
RNase III RNA Fragmentation Module (E6146S) for 90 min at 37°C.
RNA fragments were then purified with an Oligo Clean and
Concentrator kit (D4061) by Zymo Research and circularized with
RNA ligase 1 (M0204S, NEB) according to the manufacturer’s guide-
lines. These RNAmolecules were then reverse-transcribed in a rolling-
circle reaction according to the protocol described by Acevedo et al.
(12), with the exception that the incubation time at 42°C was extended
from 2 to 20 min. Second-strand synthesis and the remaining steps for
library preparation were then performed with the NEBNext Ultra RNA
Library Prep kit for Illumina (E7530L, NEB) and the NEBNext
Multiplex Oligos for Illumina (E7335S and E7500S, NEB) according
to the manufacturer’s protocols.

Bioinformatics analysis of circle-sequencing data
We developed a pipeline to analyze RNA-seq reads generated by circle
sequencing. Briefly, this pipeline started by identifying repeats within
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
each read based on sequence similarity (minimum repeat size, 30 nu-
cleotide (nt); minimum identity between repeats, 90%). Then, a con-
sensus sequence of the repeat unit was built by summing the quality
score of all four possible base calls (A, T, C, or G) from the repeats at
each position and retaining the one with the highest total quality score.
The next step consisted of identifying the position in the consensus
sequence that corresponded to the 5′ end of the RNA fragment (because
reverse transcription is randomly primed, the cDNA—and therefore,
the read sequence—can start anywhere on the circularized RNA). This
was carried out by searching for the longest continuousmapping region
in a BLATmapping of a tandem copy of the consensus sequence against
the reference transcriptome. The consensus sequence was then reor-
ganized to start from the identified ligation point (that is, the 5′ end
of the original RNA fragment). This reorganized consensus sequence
was then mapped against the genome with TopHat (version 2.1.0 with
bowtie 2.1.0), and all nonperfect hits went through an algorithm of
refining the search for the location of the ligation point before being
mapped again. Finally, every mapped nucleotide was inspected and
must pass a number of thresholds to be retained: (i) The mapped nu-
cleotide must be supported by at least three repeats from the original
sequence reads, (ii) all repeats must support the same base call, (iii)
the sum of base call qualities at this position is above 100, (iv) the
nucleotide must be more than 5 nt away from the end of the consen-
sus sequence (to minimize false-positives induced by mapping er-
rors), and (iv) the nucleotide must also be at a genomic position
covered by at least 20 reads and with less than 5% of these reads
supporting a base call different than that of the reference genome (this
allows for filtering out polymorphic sites). For each read containing at
least onemismatch passing these thresholds, sequences corresponding
to all possible versions of the position of the ligation point were gen-
erated andmapped against the genome with TopHat. If at least one of
these sequences finds a perfectmatch, then the original read is discarded.
This last test only removes a small fraction of the error-containing
reads (typically less than 5%), but it ensures that errors in calling the
position of the ligation point cannot produce false-positives. Every
mapped nucleotide that passes all these thresholds was considered as
an event of transcription for which the transcribed nucleotide was
knownwith certainty, and the total transcription error ratewas calculated
as the number of mismatches divided by the total number of mapped
nucleotides that passed all quality thresholds. Because the RNA-seq
library preparation used here did not preserve strand information, we
relied on the genome annotation (Ensembl, R64-1-1, version 84) to
polarize the mismatches (mismatches outside annotates transcripts or
in regions where multiple transcripts from opposite strands overlap
cannot be polarized).

Yeast growth assay
Single colonies of each genotype were inoculated in YAPD and incu-
bated for approximately 20 hours at 30°C. The OD600nm of each culture
was measured using a Nanodrop 2000C (Thermo Fisher Scientific).
Cells of each genotype were then diluted to an OD600 of 0.01 in a total
volumeof 200ml inYAPD inFalcons 96-well plate (reference no. 353075).
Quadruple biological replicates were used for each genotype with
wells of YAPD as blanks. Growth rate wasmeasured usingMolecular
Devices’ SpectraMax Paradigm Multi-Mode detection platform with
the SoftMax Pro 6.3 software. Measurements at 600 nm were taken at
every 15-min interval for 24 hours at 30°C and set to orbital shaking at
medium intensity for 20 s before the first and between each read. Raw
numbers were extracted for data analysis.
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Strain list
BY4741: MATa his3D1 leu2D0 met15D0 ura3D0
BY4742: MATa his3D1 leu2D0 lys2D0 ura3D0
Rpb9D: MATa his3D1 leu2D0 lys2D0 ura3D0 rpb9::KanMX
Dst1D: MATa his3D1 leu2D0 lys2D0 ura3D0 dst1::KanMX
Rpb1E1103G: MATa his3D1 leu2D0 lys2D0 ura3D0 rpb1E1103G

Upf2D: MATa his3D1 leu2D0 lys2D0 ura3D0 upf2::KanMX
Rpb9D; Upf2D: MATa his3D1 leu2D0 lys2D0 ura3D0 rpb9::KanMX
upf2::KanMX
Dst1D; Upf2D: MATa his3D1 leu2D0 lys2D0 ura3D0 dst1::KanMX
upf2::KanMX

All strains, except for the rpb1E1103G strain, were constructed by
standard mating and sporulation protocols, with strains commercially
available from the MATa and MATa deletion libraries. The rpb1E1103G

strain was a gift from J. Strathern and M. Kashlev and was backcrossed
15 times into the BY4741 background by our laboratory and Strathern’s
laboratory.

Can1 mutation assay
Single colonies were inoculated in 5 ml of YAPD medium for approx-
imately 20 hours at 30°C. These cultures were then washed twice in 1×
phosphate-buffered solution (PBS), resuspended in 5ml of 1× PBS, and
incubated at room temperature for 2 hours to deplete intracellular ar-
ginine levels. Approximately 2 × 107 cells were then plated onto SC-Arg
(synthetic complete medium minus arginine) plates containing cana-
vanine (100 mg/ml) and incubated at 30°C for up to 7 days to allow
for canavanine-resistant cells to grow. In addition, cells were serially
diluted onto SCplates lacking arginine and canavanine to determine the
total number of cells that were plated. All measurements were obtained
in at least quadruplicate and analyzed in GraphPad Prism 7 using an
unpaired t test. In two cases, outliers were identified using the ROUT
method with a desiredmaximum false discovery rate (FDR;Q) of 1% to
remove samples that contained a “jackpot” mutation.

Protein extraction
Single colonies of each genotype were inoculated in YAPD and incu-
bated for approximately 20 hours at 30°C. The OD600nm of each culture
wasmeasured using aNanodrop 2000C (Thermo Fisher Scientific), and
the cells were reinoculated to an OD600 of 0.1 in 50 ml of YAPD. The
cells were then reincubated at 30°C until they reached an OD600 of 0.5
and harvested by centrifugation. Proteins were then extracted with the
YPX Yeast Protein Extraction kit from Expedeon (44102) according to
the manufacturer’s protocol.

Protein hydrolysis
Five hundred micrograms of yeast protein isolates was diluted with
20mM tris-HCl (pH 8.0) to a final volume of 200 ml, reducedwith 5mM
dithiothreitol (40 min at 37°C), and alkylated with 20 mM iodoaceta-
mide (40min at 37°C). Protein was then precipitated by the addition of
four volumes of cold acetone overnight at −20°C. The precipitated
samples were spun at 15,000 relative centrifugal force (rcf), and the pro-
tein pellet was washed twice with 80% cold acetone. The acetone was
removed, and the pellet was dissolved in 200 ml of sodium deoxycholate
(SDC) [0.1% SDC and 75 mM tris-HCl (pH 8)]. Trypsin was prepared
by dissolving trypsin (catalog no. V5111, Promega) in 50 mM acetic
acid at a concentration of 1 mg/ml and adding 10 mg to each sample. After
incubation overnight at 37°C, SDCwas precipitated by the addition of
trifluoroacetic acid (TFA). After centrifugation, the peptides in the su-
pernatant were desalted using an Oasis HLB 96-well plate (particle
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
size, 30 mm; catalog no. 186000128, Waters). Briefly, the Oasis HLB
plate was conditioned by the addition of 200 ml of acetonitrile under
vacuum at 5 inHg, equilibrated twicewith 200 ml of 0.1%TFA. The pep-
tides from each sample were loaded into each individual well, washed
twice with 200 ml of 0.1% TFA, and eluted three times with 100 ml
of 80% acetonitrile/0.1%TFA to a 96-well Protein LoBind plate (catalog
no. 951032107, Eppendorf). The eluted peptides were transferred to a
microtube, lyophilized, and stored at −80°C until further use.

Multidimensional high-performance liquid
chromatography–mass spectrometry analysis
First, dimension separation was carried out with an H-Class UPLC
instrument (Waters) using a Zorbax 300Å Extend-C18 column (2.1 ×
100 mm; 3.5 mm) (catalog no. 76177s02, Agilent). Mobile phases were
2% acetonitrile/5 mM ammonium formate (pH 10) (solvent A) and
90% acetonitrile/5mM ammonium formate (pH 10) (solvent B). Tryptic
peptides were dissolved in solvent A and spun at 20,000 rcf for 5 min.
The peptide concentrations were measured by ultraviolet spectro-
photometry at 280 nm with an assumed extinction coefficient of
1.1 ml/cm per mg. Fifty micrograms of peptides from each sample was
separated (0.3ml/min at 30°C) using the following gradient (time,%B):
3min, 0%B; 5min, 6%B; 12min, 14%B; 23min, 26%B; 27min, 34%B;
28 min, 65% B; 28.1 min, 100% B. The column was equilibrated for
10minbefore the next gradient run started.A total of 33 1-min fractions
were collected with a 96-well Protein LoBind plate. These were reduced
to six fractions by concatenated recombination of every sixth fraction,
lyophilized, and dissolved in 0.1 % TFA. The HRM (Hyper Reaction
Monitoring) standard (catalog no. Pp-2001, Biognosys) was added to
each sample before liquid chromatography–mass spectrometry (LC-
MS) analysis.

Tryptic digests were analyzed by LC–tandemMS (LC-MS/MS) on a
QExactiveHFmass spectrometer (ThermoFisher Scientific) coupled to
an UltiMate 3000 RSLCnano UPLC system (Dionex). Peptides were
separated by reversed-phase high-performance LC (RP-HPLC) on ana-
nocapillary column, Acclaim PepMap column (75-mm inside diameter
× 25 cm; 2 mm).Mobile phase A consisted of 0.1% formic acid (Thermo
Fisher Scientific), andmobile phase B consisted of 0.1% formic acid/ace-
tonitrile. Peptides were eluted into themass spectrometer at 300 nl/min
with each RP-HPLC run comprising a 90-min gradient from 10 to 25%
B in 65 min and from 25 to 40% B in 25 min. The mass spectrometer
was set to repetitively scan mass/charge ratio (m/z) from 300 to 1400
(R = 240,000), followed by data-dependentMS/MS scans on the 20most
abundant ions, a minimumAGC value of 1 × 104, a dynamic exclusion
with a repeat count of 1, a repeat duration of 30 s (R = 15,000). The
Fourier transform-based MS full-scan AGC target value was 3 × 106,
whereas the MSn AGC value was 1 × 105. MSn injection time was
160 ms; microscans were set to 1. Rejection of unassigned and 1+, 6-8
charge states was set.

Raw MS files were processed using MaxQuant (version 1.5.5.1) for
the identification of peptides and proteins. The peptide MS/MS spectra
were searched against the UniProtKB/Swiss-Prot Yeast Reference Pro-
teome database. Fragment ion tolerancewas set to 0.5Da,with full tryptic
specificity required and a maximum of two missed tryptic cleavage sites.
Precursor ion tolerancewas 7 parts permillion. Oxidation ofmethionine,
acetylation of the protein N terminus, and conversion of glutamine to
pyroglutamic acid were used as variable modifications, whereas car-
bamidomethylation of cysteine was set as a fixed modification. The
minimal length required for a peptide was seven amino acids. Target-
decoy approach was used to control FDR. A maximum FDR of 1% at
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both the peptide and the protein level was allowed. Protein groups contain-
ingmatches todecoydatabase or contaminantproteinswerediscarded.The
MaxQuant match-between-runs feature was enabled, and iBAQ (intensity
based absolute quantification) values were used for quantification.

Metabolomics sample preparation
Samples were prepared as described by Beattie et al. (41). Briefly,
samples were prepared using aMicroLab STAR system fromHamilton
Company. For each experiment, numerous recovery standards were
added for quality control (QC) purposes. To remove proteins and small
molecules and to recover a diverse array of metabolites, proteins were
precipitated with methanol by shaking and centrifugation in a Geno-
Grinder 2000 (GlenMills). Extracts were then divided into five fractions.
Two of these fractions were analyzed by two separate RP/ultrahigh-
performance LC-MS/MS (RP/UPLC-MS/MS) methods with positive
ion mode electrospray ionization (ESI), one fraction with RP/UPLC-
MS/MS with negative ion mode ESI, and one fraction with hydrophilic
interaction liquid chromatography (HILIC)/UPLC-MS/MS with nega-
tive ionmode ESI. Finally, one fraction was reserved for backup. Organic
solvents were removed by a TurboVap (Zymark), and sample extracts
were stored overnight in liquid nitrogen before analysis.

Quality assurance/quality control
Several types of controls were analyzed in concert with the experimental
samples: A pooledmatrix sample generated by taking a small volume
of each experimental sample (or alternatively, use of a pool of well-
characterized human plasma) served as a technical replicate throughout
the data set; extracted water samples served as process blanks; and a
cocktail of QC standards that were carefully chosen not to interfere with
the measurement of endogenous compounds were spiked into every
analyzed sample, allowed instrumentperformancemonitoring, and aided
chromatographic alignment. Instrument variability was determined
by calculating themedian relative SD (RSD) for the standards that were
added to each sample before injection into the mass spectrometers.
Overall process variability was determined by calculating the median
RSD for all endogenous metabolites (that is, noninstrument standards)
present in 100% of the pooled matrix samples. Experimental samples
were randomized across the platform run, with QC samples spaced
evenly among the injections.

UPLC-MS/MS spectroscopy
Similar to the study of Beattie et al. (41), all four methods used an
ACQUITYUPLC instrument (Waters) and aQ-Exactive high-resolution
mass spectrometer that was interfaced with a heated ESI source, and
an Orbitrap mass analyzer operated at 35,000 mass resolution. Sample
extracts were dried and reconstituted in solvents compatible with all
four methods. Each solvent contained predetermined standards to
ensure consistency from experiment to experiment. One aliquot was
analyzed under acidic positive ion conditions and was chromatograph-
ically optimized for hydrophilic compounds, whereas another aliquot
was optimized for hydrophobic compounds. A third aliquot was ana-
lyzed under basic negative ion optimized conditionswith separate C18
columns, and extracts were eluted with methanol and water. A fourth
aliquotwas also analyzedwith negative ionization, whichwas followed
by elution from aHILIC column (2.1 × 150mm; 1.7 mm)with the help
of a gradient that consisted of water and acetonitrile with 10 mM am-
monium formate (pH 10.8). MS analysis alternated between MS and
data-dependent MSn scans with dynamic exclusion, with a scan range
that covered 70 to 1000 m/z.
Gout et al., Sci. Adv. 2017;3 : e1701484 20 October 2017
Metabolite quantification and data normalization
All peaks were analyzed by quantifying the area under the curve. In
addition, we included a data normalization step to correct for possible
day-to-day variation resulting from subtle tuning differences in the
tuning of instruments. To do so, compounds were corrected by register-
ing themedians to 1.00 and normalizing each data point proportionately
between experiments performed on different days. In certain instances,
biochemical datamay have been normalized to an additional factor [for
example, cell counts, total protein (as determined by Bradford assay),
osmolality, etc.] to account for differences in metabolite levels due to
differences in the amount of material present in each sample.
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