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is maximized (black curve in Fig. 1, B and E), enabling the wave to 
transform into a standing wave, sharply changing wave speed near 
the zero wave-speed mark (fig. S1B). Although this transformation 
can also be achieved by varying diffusion coefficient (9), the critical 
difference in our case is that wave stopping occurs without altering 
diffusion parameters.

The transformed standing waves form stable patterns that 
depend on system threshold
The two standing waves that emerge from the initial traveling wave 
ultimately spread out to form a spatially symmetric pattern (Fig. 2A), 
as predicted by theory that specifies that a periodic solution is stable 
on a circular domain (25). In (25), conditions ensured that a trigger 
instantaneously produced the standing wave, as the high diffusion 
ratio ( = 100) could not sustain traveling waves (fig. S1C). Note that 
the periodic pattern formation occurs on an order of magnitude 
slower time scale when compared to the time taken for the traveling 
wave to stop and stand (Fig. 2B). This time scale separation distin-
guishes traveling-to-standing wave transitions from the formation 
of standing waves. Although two standing waves are traveling 
during formation, their velocity is greatly lower (fig. S1B) and they 
attract or repel each other to create a periodic spatial arrangement. 
We illustrate this in fig. S1F, where the spreading of one standing 
wave branch is noticeably repelled by another. Two oppositely 
directed traveling waves however, merge and annihilate owing to 
the accumulated inhibitor that trails each (4, 26). A standing wave 
has high level of inhibition surrounding it that causes a traveling 
wave approaching it from either side to be extinguished (fig. S1F). 
This also distinguishes the wave-pinning branches proposed in (11) 

from these standing waves, as the former do not spread out peri-
odically in space to create a stable pattern.

The previous results were in a deterministic setting with a manual 
trigger to create the wave. In a stochastic setting, however, a standing 
wave can end (Fig. 2, C and D), because a sufficiently large random per-
turbation may move the state away from the new equilibrium (Materials 
and Methods). Figure 2E shows that a low-threshold standing wave is 
more stable to stochastic perturbations. This occurs as the inhibitor 
gradient formed is stronger for lower threshold surroundings, which 
results in a larger threshold for the newly-formed equilibrium (fig. S1D).

Stable, confined protrusions observed in mutant cell types 
can be recreated using standing waves
During cell migration, amoeboid cells extend pseudopods, i.e., periodic 
protrusions of their cortex, to propel the cell forward. The extensions 
are controlled by waves of signaling molecules that organize actin 
polymerization near the membrane, creating protrusions that last around 
60 s and cover 5 to 25% of the cell cortex (movie S2) (21). Mutant forms 
of Dictyostelium, such as those in which the tumor suppressor gene 
PTEN has been deleted (PTEN-null cells), are known to create elongated 
finger-like protrusions tipped by small regions of elevated signal 
transduction and cytoskeletal events (12, 27). Excitable waves cannot 
create these elongations, which require waves that neither spread nor 
die but persist at one particular region. Note that the coexistence of 
traveling waves and stable patterns does not depend on the cyto-
skeleton because latrunculin-treated cells, in which actin polymer-
ization is inhibited, also display both phenomena (15). These patches 
are anomalous because, typically, responses of excitable systems 
oscillate, propagate, or extinguish.
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Fig. 2. Pattern formation and stability. (A) (Left) Example of a traveling-to-standing transformation on a longer time scale. The pattern formation is indicated using the 
variables m and n that show equal spacing of standing branches on a periodic domain. (Right) Zoomed-in version of the activity in the white dashed box. (B) Time evolu-
tion of the activity in the red dashed space in (A), showing through the vertical lines the time taken to travel and stop versus the time taken to form the final pattern. 
(C) Example of deterministic (top) and stochastic (bottom) simulations, where noise (sigma) in the latter causes the standing branches to fall off. (D) Nullclines illustrating 
the falling off of the stable state to return to the original equilibrium (light red nullcline). (E) Average of 40 simulations with different levels of noise (sigma) and system 
threshold, which is controlled by the slope of the inhibitor nullcline (c2). A lower slope corresponds to a lower threshold and vice versa.
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Actin-inhibited amoeboid signaling waves (Materials and Methods) 
spin around the cell cortex (Fig. 3A), with the response at any given 
point lasting about 1 min. However, in the PTEN-null cells (Materials 
and Methods), a wave can linger at a portion of the cortex for over 
4 min (Fig. 3B). These persistent patches, when coupled with the 
cytoskeleton, create the elongated finger-like protrusions (Fig. 3C 
and movie S3). These fingertips are also accompanied by accumulation 
of signaling markers (PHcrac shown in Fig. 3D). Often, the signal 
transduction and cytoskeletal events at the tips of the protrusions 
appear in the form of small rings of actin (Fig. 3E) that continually 
push on the cell boundary (28). The rings suggest that these finger-like 
protrusions were formed by waves that stopped quickly after being 
triggered but were not extinguished upon stopping. That is, the hole 
in the center of the rings suggests that the waves traveled some dis-
tance before the transformation occurred. As lowering threshold 
increases wave range (13), it was predicted that larger rings may 
appear after lowering the threshold of PTEN-null cells. This was 
confirmed by increasing the activity of PTEN-null cells using acti-
vated Ras. These cells displayed large, fluctuating rings at the edge 
of the cell [termed a “pancake cell” (12)] often lasting indefinitely, 
until the cell finally tore itself apart. Figure 3F shows the evolution 
of one of these large rings.

These experimental observations were recreated in simulations 
using the traveling-to-standing wave transformation. For a particular 
parameter regime, waves expanded and were extinguished to create 
typical protrusions (Fig. 4A and movie S4), as seen in wild-type 
amoeboid cells. In the standing parameter regime, however, activity 
persisted at one point in space lasting longer in time, creating elongated, 

finger-like extensions (Fig. 4B and movie S5). The cellular protru-
sions were modeled using a viscoelastic cell model in the level-set 
framework (Materials and Methods). The durations of protrusions 
that were similar in size (5 to 25% of the cortex) were quantified. 
The cells in Fig. 4B showed a significantly longer duration (Fig. 4C), 
although system turnaround time () was not altered. A two-sample 
Kolmogorov-Smirnov test revealed that these two protrusive pheno-
types belonged to different distributions (Materials and Methods). 
In one-dimensional simulations, it was difficult to appreciate the 
existence of small rings at the tips of protrusions. With a lowered 
threshold, however, the wave was expected to expand and create a 
larger standing wave that is, as previously demonstrated, more 
stable to stochastic perturbations. We simulated the formation of this 
“pancake” ring using a two-dimensional spatial simulation (Fig. 4D 
and movie S6). The wave initially traveled, stopped, and then evolved 
into a standing wave. Thereafter, the wave broke apart and rearranged 
to form a stable periodic pattern in space (t = 130 to 900 arbitrary time 
units). We conjecture that, in experiments, we do not see the periodic 
rearrangement within rings of the pancake cells for two reasons. 
First, the time scale for this to occur is over an order of magnitude 
larger. Second, the cell boundary has an organizing effect on the 
wave, which does not allow it to break up. In fig. S1E, we show through 
simulation, in which activator diffusion was spatially limited, that the 
standing wave organized as a stable ring at the boundary (movie S7).

Apart from Dictyostelium, we also looked at transformed cells 
where KRasG12V oncogenic mutation was introduced in MCF-10A 
epithelial cells (Materials and Methods). These cells similarly display 
spontaneous excitable waves on the cortex (Fig. 4E and movie S8). 
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Fig. 3. Traveling and standing phenotypes in cell migration. (A and B) Kymograph of PHcrac signaling marker for a latrunculin-treated wild-type (A) and PTEN-null (B) 
Dictyostelium cells. Images of the cells are shown on the right, with the white circle marked to follow activity at a small region. (C) Wild-type (wt) and PTEN-null cell 
morphology, with LimE-RFP. Scale bar, 5 m. (D) PTEN-null example showing actin (left) and signaling (right) markers. Scale bar, 25 m. (E) Actin dynamics in PTEN-null 
cells. Arrows indicate small actin rings. This panel is taken from (28) with permission. (F) F-actin wave pattern (GFP-LimE) phenotype induced by RasCQ62L expression in 
PTEN-null cells (scale bar, 5 m) forming a pancake-type cell. This panel is taken from (12) with permission.
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We quantified the two-dimensional wave activity through kymographs 
to study the spread and duration of these waves. On average, these 
waves lasted around 10 to 20 min at a particular point on the cortex 
(Fig. 4F). However, we observed numerous cases where the wave 

persisted for significantly longer durations (Fig. 4F, dashed circle), 
displaying the standing phenotype (Fig. 4G and movie S9). In all these 
cases, a membrane and cytosolic marker was used to rule out membrane 
undulations (fig. S2B). These cells demonstrate that both transient 
and persistent activity levels are observed experimentally. Two-
dimensional spatially stochastic simulations showed remarkably 
similar wave phenotypes in which some waves traveled, while others 
lingered at one point for significantly longer durations (Fig. 4H and 
movie S10).

A phase diagram of cellular phenotypes reveals  
an all-encompassing protrusion template
Using a phase diagram of excitable system parameters, we charac-
terized the regions where different protrusive phenotypes are observed 
(Fig. 5A). Two parameters were chosen, one controlling the negative 
feedback from the inhibitor and another controlling the time scale 
separation such that the lower left corner represented the lowest 
threshold and the upper left corner represented the highest. The red 
region denotes the set of parameters for which our initial stimulus 
was unable to elicit any response (subthreshold). The green region 
demarcates the region where a wave triggered, spread, and was 
extinguished at the critical wave-stopping threshold. The yellow re-
gion denotes the set of parameters for which the wave, at the critical 
threshold, transformed into a standing wave. To the left of the stand-
ing wave region is the parameter space for which the wave did not 
stop in the finite range of the cortex, and the two branches of the 
traveling wave spread until they met and annihilated.

As mentioned previously, a lower value of /Dv is necessary for 
standing wave formation. In this diagram, the diffusion coefficients 
were constant, but  was varied. The standing wave zone (yellow) 
seems to thin out as  is lowered. However, this occurs as lowering 
 also causes waves to spread further (lower threshold), and owing 
to a finite domain size, the wave ends meet to annihilate, creating 
the oscillatory zone, before the stopping threshold is reached.

The threshold of wave types was also categorized based on wave 
range (Fig. 5B). These wave types were mapped onto different 
regions of the phase diagram depending on whether the waves 
covered 20 to 30% of the cortex (amoeboid, if not standing), 10 to 
20% (PTEN-null like, if standing), or <10% (smaller puncta-type 
waves). Inside the standing wave zone, with a lower threshold than 
the simulated PTEN-null cells, was the pancake phenotype where 
the standing wave covered a larger portion of the cortex. To the left 
of the standing wave region were oscillator cells (13) that sustain 
waves that do not stop or stand but reappear in periodic cycles. The 
wave ranges are overlaid on the phase diagram using different color 
shades (Fig. 5A).

Information regarding the transitions between these phenotypes 
are also embedded within this phase diagram. Raising the threshold 
of amoeboid cells (“a” in Fig. 5A) resulted in smaller waves. However, 
these may be at different places of the phase diagram depending on 
which parameter was altered. For example, increasing the time scale 
separation moved the cell closer to the unexcitable zone (“b” in 
Fig. 5A). However, if negative feedback was concomitantly de-
creased, the cell moved to the cusp of the standing wave region (“c” 
and “d” in Fig. 5A). This change is consistent with the transition 
between wild-type cells and PTEN-null cells (“a” to “d”), in terms of the 
wave phenotype. Similarly, recruitment of PKBA (protein kinase B, 
Akt homolog) rapidly converted wild-type wave patterns to a punctate 
pattern (“a” to “c”) that generates numerous elongated protrusions (10). 
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Fig. 4. Simulations of the excitable system recreating experimentally observed 
wave and morphological phenotypes. (A) (Left) Kymographs of normal amoeboid-
type protrusions. The yellow dashed line indicates the traveling wave. (Right) 
Level-set simulations from the activity in (A). (B) (Left) Kymographs of a PTEN-null 
type protrusion, showing significantly longer thin fingers of activity. The yellow 
dashed line has much lower slope than that of (A), indicative of the slow velocity 
of a standing wave. (Right) Level-set simulations from the activity in (B), showing 
elongated protrusions. (C) Quantification of the duration of activity obtained 
through simulations from parameter sets of (A) and (B). Patches that covered 
between 5 and 25% of the domain size were quantified. P value obtained from t test 
for 180 protrusions. (D) Two-dimensional deterministic simulations manually 
triggering a wave at the center of the domain to study the time evolution of spatial 
activity. (E) Images and kymograph showing actin activity in transformed MCF-10A 
cells. Traveling waves are seen in the images (white arrow) and in the kymograph 
(dashed circle). Scale bar, 50 m. (F) Quantification of wave durations seen in trans-
formed MCF-10A cells (three cells). Each point corresponds to a protrusion. The 
points in the dashed circle indicate those that persisted longer than traveling 
waves typically do. (G) Images and corresponding kymographs showing PH-AKT 
activity in a transformed MCF-10A cell. Activity persists at a location (dashed circle) 
without spreading for over 100 min. Scale bar, 21 m. (H) Similar standing activity 
from stochastic two-dimensional simulations.
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Experimentally, lowering phosphatidylinositol 4,5-bisphosphate 
[PI(4,5)P2] levels leads to a transformation from amoeboid to oscillator 
cells (13) by increasing positive feedback. In our diagram, a similar 
transformation that bypassed the standing wave region and enters 
the oscillator zone (“f” in Fig. 5A) was obtained by lowering nega-
tive feedback or by increasing positive feedback (fig. S2A). Inside the 
standing wave region, however, lowering threshold from PTEN-nulls 
led to larger, more stable, standing waves (“e” in Fig. 5A), as is seen 
experimentally in pancake cells (Fig. 3D) (12). The choice of nega-
tive feedback strength and time scale separation as parameters to 
explore the wave phenotypes was arbitrary. The same phenotypes 
and transitions were also obtained by varying positive feedback strength 
and negative feedback strength (fig. S2A). It was only necessary to 
choose parameters that have a direct effect on the threshold of the 
excitable system.

DISCUSSION
The existence of traveling and standing waves in excitable systems 
or in systems with limit cycle attractors has been well documented 
(25, 29). It has also been suggested that both patterns can coexist 
when diffusion coefficients are varied to realize a zero-wave speed 
scenario (9). However, it is unlikely to expect diffusion parameters 
to be altered in real time; hence, this transformation mechanism is 
difficult. Using the concept of wave stopping, we demonstrated how 
it is possible for a traveling wave to convert into a standing wave 
without altering the space-scale separation, i.e., the ratio of diffusion 
coefficients, directly.

The gradual conversion of a traveling wave to a standing wave 
without manually altering diffusion coefficients suggests a possible 
method of pattern generation. Most pattern formation theories suggest 
that patterns arise spontaneously because of an unstable spatially 
homogeneous state (6, 8), and that the resultant spots may then re-
arrange to form a final stable configuration (30, 31). We have shown 
that it is possible for a pattern to begin as a continuous traveling 
wave that ultimately slows down, stops, and transforms into discrete 
standing waves that then rearrange to form the resulting pattern 
(Fig. 4D). Note that Turing’s instability conditions (32) are not sat-
isfied by our model (Materials and Methods); hence, in our system, 
pattern formation occurs owing to a combination of lateral inhibi-
tion and excitability (25).

In the context of cellular signaling dynamics, using this traveling-
to-standing transformation, we were able to recreate situations in 
which activity on the cell cortex persisted at a point in space without 
spreading, in both Dictyostelium and mammalian mutant strains. 
While we do not claim to reproduce every phenotype completely, 
this study suggests a mechanism for both transient (traveling) and 
persistent (standing) activity on the cell cortex, a phenomenon that 
occurs often in cells, using an excitable system. The experiments 
provided here do not serve to rule out other possible mechanisms 
and only motivate the need for a model that can capture all wave 
phenotypes. An activator-inhibitor system approximates the under-
lying biological signaling network, and a more detailed model is 
necessary to completely recreate mutant phenotypes such as migratory 
or growth characteristics.

The phase diagram of Fig. 5A provides an interesting insight into 
how cell phenotypes are normally perceived. We have previously argued 
that these cellular protrusions lie on a continuum and are inter-
changeable by the overall state of the signaling and cytoskeletal sys-
tem (10). Here, we have shown that this continuum has multiple 
dimensions and that an amoeboid cell may transition to different 
phenotypes depending on which way you go in transition diagram. 
One particular phenotype presents itself at multiple locations on the 
phase diagram, and so, the same phenotype may suggest transitions 
into different phenotypes based on where it started from. Simply put, 
one may not be able to predict a transition phenotype by merely 
studying a particular cell state. For example, cells in “b” and “c” in Fig. 5A 
have indistinguishable wave type. However, being at different loca-
tions on the transition diagram, increasing the activity of such a wave 
will create different phenotypes.

The phase diagram also provides numerous transition predictions. 
For example, it suggests that one can move from a pancake-type cell 
(12), which eventually fragments, to an active oscillator cell by lower-
ing negative feedback (13). Depending on the strengths of the feed-
back loops altered in the overall excitable network architecture, it is 
theoretically possible to traverse through all these different pheno-
types. In this study, we achieved this by manipulating time scale 
separation (or positive feedback) and negative feedback. In cells, 
this would translate to altering the threshold of the system by 
perturbing different nodes of the signal transduction system. For 
example, the amoeboid–to–PTEN-null transition (“a” to “d” in Fig. 5A) 
could be achieved by lowering negative feedback through one node 
while simultaneously increasing threshold through another. To know 
the exact correspondences of the feedback loops to biochemical 
species, a more detailed biochemical excitable model is needed. It 
is also worth noting that these standing waves only occur at the 
boundary of the cell and not in the interior. It is likely that surface 
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contact alters cellular threshold and that the edge of the cell has a 
different state that allows the standing phenomenon to manifest. 
Experimentally, it would be interesting to alter the contact of 
the cells with the substrate to generate standing patterns inside 
the cell.

Many researchers have suggested the concept of bistability as a 
means to explain protrusive activity that do not propagate or die 
(15). That, in itself, cannot explain the wave propagation observed 
regularly on the cortex however. Although, one study illustrates how 
different patterns can arise as a refractory variable is introduced to 
a bistable model (33)—even that requires alterations to the model 
for different phenotypes. The traveling-to-standing wave bifurcation 
theory provides a seamless way to move within these phenotypes 
without having to alter the system drastically. A traveling wave may 
thus naturally persist for a longer duration at a particular point, 
allowing a cell to modulate its pseudopods.

MATERIALS AND METHODS
Simulation methods
The excitable system equations used to model the system were

	​​
​ du ─ dt ​  =  f(u, v ) = ​D​ u​​ ​∇​​ 2​ u − ​a​ 1​​ u − ​a​ 2​​ u(v − r ) + ​  ​a​ 3​​ ​u​​ 2​ ─ 

​a​ 4​​ + ​u​​ 2​
 ​ + ​a​ 5 ​​

​    
​ dv ─ dt ​  =  g(u, v ) = ​D​ v​​ ​∇​​ 2​ v + ϵ(− ​c​ 1​​ v + ​c​ 2​​ u)

  ​​	

The one-dimensional simulations of Figs. 1 and 2 assumed a 
periodic line of 600 points with dx = 0.05 in MATLAB (Natick, MA). 
For Fig. 5, a line of 1200 points was used. Diffusion was implemented 
using the central difference approximation. To add Gaussian white 
noise to the simulations, the SDE toolbox of MATLAB was used (34). 
Stability of standing waves was calculated by adding a particular 
noise variance and checked after a fixed time interval if the standing 
wave still persisted. Deterministic waves were triggered by increas-
ing the initial activator concentration at a point in space. The exact 
level of noise was small enough to ensure that a new wave trigger 
did not initiate. The following excitable system parameters for the 
above equations were used: a1 = 0.167, a2 = 16.67, a3 = 167, a4 = 1.44, 
a5 = 1.47, c1 = 0.1, c2 = 4.2 (nonstanding), c2 = 3.9 (standing), 
epsilon = 0.52 (for Fig. 5, epsilon = 0.4), Du = 0.1, Dv = 1.

To determine whether Turing’s instability conditions hold (32), 
we note that the three required conditions are (a) fu + gv < 0, (b) fugv – 
fvgu > 0, (c) Dvfu + Dugv > 0, where the subscripts denote the partial 
derivatives. When “r = 0” and using the parameters listed above, 
conditions a (=−22.65) and b (=2.84) are satisfied for a stable equi-
librium, but condition c (=−22.61) is not.

The one-dimensional simulations of Fig. 4 (A and B) were done 
using the package URDME (35), which implements the next sub-
volume method and allows a better approximation of system intrinsic 
noise. For this purpose, the parameters were scaled from concentra-
tions to number of molecules using a multiplication factor of 18. 
Simulations were done on 314 points, with dx = 0.1. Nominal pa-
rameters for both simulations were as follows: a1 = 0.167, a2 = 16.67, 
a4 = 1.44, a5 = 1.47, c1 = 0.1, epsilon = 0.4, Du = 0.1 and Dv = 1. 
Parameters for Fig. 4A were as follows: a3 = 167, c2 = 2.1. Param-
eters for Fig. 4B were as follows: a3 = 300.6, c2 = 3.0. A sample size 
of 180 protrusions was used to conduct the Student’s t test, and the 
Kolmogorov-Smirnov test for protrusion durations.

The two-dimensional deterministic simulations of Fig. 4C were 
done using COMSOL Multiphysics 4.2a (Burlington, MA), using the 
same parameters as the MATLAB one-dimensional simulations, 
except that c2 = 4 and epsilon = 0.4 were used. Waves were triggered 
using a step input at the central point. The two-dimensional stochastic 
simulations of Fig. 4E were done using a two-dimensional version 
of URDME. The parameters were the same as in the one-dimensional 
URDME simulation, except that c2 = 2.8. A circular mesh of radius 
8 units was created, where the maximum allowed distance between 
two nodes was 0.25.

The cell movement simulations were carried out using a visco-
elastic cell membrane model (36), using the level-set toolbox of 
MATLAB (37), where the cell is modeled as a circle that is then 
subjected to stresses obtained from the activity from the wave sim-
ulations. This activity was applied to a viscoelastic cell, normal to 
the cell membrane. The total stresses included active stress from the 
waves, surface tension, and volume conservation. Details and parameter 
values for the level-set simulations can be found in (13).

Experimental methods
Dictyostelium
Cells and plasmids. The wild-type Dictyostelium discoideum cells 
of axenic AX2 strain were obtained from R. Kay laboratory (MRC 
Laboratory of Molecular Biology, UK). The pten− strain was gener-
ated in our laboratory from parent AX2 strain and was described 
previously (27). Both wild-type and gene knockout cell lines were 
cultured axenically in HL-5 medium at 22°C. Within 2 months of 
thawing the cells from the frozen stocks, the experiments were done. 
To visualize PIP3 dynamics, PHcrac was used as the biosensor. To 
visualize Ras activation, RBD (the Ras binding domain of Raf1) was 
used. LimEcoil was used to obtain newly polymerized F-actin dynamics. 
For exogenous gene expressions, Dictyostelium cells were transformed 
with PHcrac-mCherry, RBD-GFP (Ras-binding domain of mammalian 
Raf1, green fluorescent protein), LimEcoil-RFP (red fluorescent 
protein), or GFP-LimEcoil plasmids by electroporation and selected 
using either hygromycin B (50 g/ml) or G418 (20 g/ml), as per the 
antibiotic resistances of the vectors.

Cell preparation for microscopy. Growth phase cells were trans-
ferred to an eight-well Nunc Lab-Tek coverslip chamber and allowed 
to adhere for 10 min. Then, the HL-5 medium was replaced with 
450 l of development buffer (5 mM Na2HPO4, 5 mM KH2PO4, 
supplemented with 2 mM MgSO4 and 0.2 mM CaCl2). The cells 
were treated with 4 mM (final concentration) caffeine (Sigma-Aldrich; 
C0750) for 20 min to visualize more waves, as reported previously 
(38). To inhibit cytoskeletal input in signaling dynamics, the actin 
polymerization inhibitor latrunculin A (Enzo Life Sciences; BML-T119) 
was added to cells at a final concentration of 5 M and then cells 
were incubated for around 25 min.

Confocal microscopy and image processing. The time-lapse con-
focal images were acquired using a Zeiss LSM780 single-point laser 
scanning confocal microscope (Zeiss Axio Observer with 780-Quasar; 
34-channel spectral, high-sensitivity gallium arsenide phosphide 
detectors), illuminated by 488 nm (argon laser) for GFP or by 
561 nm (solid-state laser) for mCherry and RFP. All experiments 
were performed in 40×/1.30 Plan-Neofluar oil objective. The images 
were processed using Fiji/ImageJ [National Institutes of Health 
(NIH)]. Kymographs were generated by a custom-written MATLAB 
script. The LimE-mRFP– and PHcrac-YFP (yellow fluorescent protein)–
expressing pten− cells in Fig. 3D were imaged in every 4-s interval. 
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The LimE is shown in “Grays” and the PHcrac is shown in “Fire 
Invert LUT” of Fiji/ImageJ (NIH). The majority of background cy-
tosolic signal was subtracted in PHcrac channel for clarity.
MCF-10A
Cells. MCF-10A cell (acquired from Iijima laboratory of Johns Hopkins 
University) and Kras (G12V) MCF-10A cell (generated by viral trans-
fection) were grown at 37°C in 5% CO2 using Dulbecco’s modified 
Eagle’s medium/F-12 medium (Gibco, #10565042) supplemented 
with 5% horse serum (Gibco, #26050088), epidermal growth factor 
(EGF) (20 ng/ml) (Sigma-Aldrich, #E9644), cholera toxin (100 ng/ml) 
(Sigma-Aldrich, #C-8052), hydrocortisone (0.5 mg/ml) (Sigma-Aldrich, 
#H-0888), and insulin (10 g/ml) (Sigma-Aldrich, #I-1882).

Stable Kras (G12V) MCF-10A cell line was selected and maintained 
in culture medium containing puromycin (2 g/ml) (Thermo Fisher 
Scientific, #A1113803) after virus transfection. LYN-FRB, FKBP-
INP54P, PH-AKT, and LIFEACT stable cell lines were sorted by 
fluorescence tags after virus transfection.

Cells were transferred to 35-mm glass-bottom dishes (MatTek, 
#P35G-0.170-14-C) or chambered coverglass (Lab-Tek, #155409PK) 
and allowed to attach overnight at 37°C in 5% CO2 before imaging. 
Cells were kept in phenol red–free culture medium at 37°C in 5% 
CO2 during microscope imaging.

Plasmids. Constructs of CFP-Lyn-FRB and mCherry-FKBP-INP54P 
were obtained from Inoue laboratory (Johns Hopkins University). 
GFP/RFP-PH-AKT, RFP-LifeAct, pFUW2, pMDL, pRSV, and pCMV 
were obtained from Desiderio laboratory (Johns Hopkins University). 
pBABE-KrasG12V (#9052), pUMVC (#8449), and pCMV-VSV-G 
(#8454) constructs were obtained from Addgene. Lyn-FRB, FKBP-
INP54P, PH-AKT, and LifeAct were subcloned into lentiviral expres-
sion plasmid pFUW2.

Drugs. The EGF stock solution was prepared by dissolving EGF 
(Sigma-Aldrich, #E9644) in 10 mM acetic acid to a final concentra-
tion of 1 mg/ml. Insulin (Sigma-Aldrich, #I-1882) was resuspended 
at 10 mg/ml in sterile ddH2O containing 1% glacial acetic acid. Hydro-
cortisone (Sigma-Aldrich, #H-0888) was resuspended at 1 mg/ml in 
200 proof ethanol. Cholera toxin (Sigma-Aldrich, #C-8052) was 
resuspended at 1 mg/ml in sterile ddH2O and stored at 4°C. All 
drug stocks except cholera toxin were stored at −20°C.

Virus generation. Twenty-five milliliters of 293T cells was seeded 
at 6 × 105/ml to 15-cm cell culture dishes on day 1. Conventional 
calcium phosphate transfection was performed on day 2 to deliver 
expressing and packaging plasmids into 293T cells. pFUW2 (20 g), 
pMDL (9.375 g), pRSV (9.375 g), pCMV plasmids (9.375 g) (or 
10 g of pBABE, 9 g of pUMVC, 1 g of pCMV-VSV-G), CaCl2 
(250 l), and ddH2O in a total volume of 2.5 ml were mixed with 
2.5 ml of 2× Hepes (pH 7.05) and incubated for 5 min. The transfec-
tion mix was added to the plated cells and shaken gently. Medium 
was changed after 4 to 6 hours. For virus collection, the medium 
from infected cells was collected on day 5 and spun at 1000 rpm for 
3 min to remove the debris and filtered through 0.45-m filter fol-
lowed by ultracentrifugation at 25,000 rpm for 90 min at 4°C in 
a Beckman ultracentrifuge. The supernatant was discarded and the 
pellet was dissolved in 70 l of phosphate-buffered saline overnight 
at 4°C to obtain concentrated virus, which was stored as 25-l 
aliquots at −80°C.

Microscopy. Confocal microscopy was carried out on Zeiss Axio 
Observer inverted microscope with either LSM780-Quasar (34-channel 
spectral, high-sensitivity gallium arsenide phosphide detectors, GaAsP) 
or LSM800 confocal module controlled by the Zen software. All live cell 

imaging was carried out in a temperature/humidity/CO2-regulated 
chamber. The signaling/cytoskeletal waves on the cell ventral surface 
were obtained by capturing the confocal slice of the very bottom of 
the cell.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/32/eaay7682/DC1

View/request a protocol for this paper from Bio-protocol.
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