Epigenomic landscape and 3D genome structure in pediatric high-grade glioma
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Pediatric high-grade gliomas (pHGGs), including glioblastoma multiforme (GBM) and diffuse intrinsic pontine glioma (DIPG), are morbid brain tumors. Even with treatment survival is poor, making pHGG the number one cause of cancer death in children. Up to 80% of DIPGs harbor a somatic missense mutation in genes encoding histone H3. To investigate whether H3K27M is associated with distinct chromatin structure that alters transcription regulation, we generated the first high-resolution Hi-C maps of pHGG cell lines and tumor tissue. By integrating transcriptome (RNA-seq), enhancer landscape (ChIP-seq), genome structure (Hi-C), and chromatin accessibility (ATAC-seq) datasets from H3K27M and wild-type specimens, we identified tumor-specific enhancers and regulatory networks for known oncogenes. We identified genomic structural variations that lead to potential enhancer hijacking and gene coamplification, including A2M, JAG2, and FLRT1. Together, our results imply three-dimensional genome alterations may play a critical role in the pHGG epigenetic landscape and contribute to tumorigenesis.

INTRODUCTION

Pediatric high-grade glioma (pHGG) is a highly morbid brain tumor, with a 5-year survival of less than 20% despite treatment. pHGG is the most common malignant brain tumor in children and therefore represents the greatest cause of pediatric cancer–related death. pHGG may arise in the cerebral hemispheres, where it is known as glioblastoma multiforme (GBM), or in the midline thalamus or brainstem [diffuse intrinsic pontine glioma (DIPG)]. Recent molecular profiling of pHGG reveals genetic and epigenetic characteristics distinct from adult glioma. Notably, a high rate of somatic missense mutations in genes encoding histone H3 isoforms, including H3F3A and HIST1H3B, occurs in pediatric GBM and DIPG but are rarely detected in adult gliomas. Up to 80% of DIPGs harbor the mutant histone protein H3K27M, which results from when a methionine is encoded rather than lysine as the 27th amino acid on the histone H3.1 and H3.3 N-terminal tail. The H3K27M mutation is associated with a more aggressive clinical course and a poorer overall response to therapy, as well as distinct patterns of DNA methylation, chromatin structure, gene transcription, and protein expression (1). As a result, the H3K27M mutant protein is thought to play a role in gliomagenesis by altering epigenetic control of gene expression (2, 3).

For example, in DIPG, the H3K27M mutation is accompanied by a reduction in global genomic H3K27 trimethylation (H3K27me3), a transcriptionally repressive mark rendered by the polycomb-repressive complex 2 (PRC2). In turn, this loss of H3K27me3 has been shown to associate with a reciprocal increase in genomic H3K27ac, a mark recognized by bromodomain (BRD) and extraterminal (BET)/BRD proteins to recruit RNA polymerase II and activate transcription. In addition, there are specific regions of increased H3K27me3 enrichment in H3K27M cells relative to wild type, further altering the epigenetic landscape of DIPG. Therefore, the effect of the H3K27M protein on chromatin structure and function may be regionally specific, dependent on the local genetic environment. Recent studies revealed variant-specific enhancer architecture in DIPG (4), and a global increase in the level of other activating histone marks such as H3K36 di- and trimethylation (H3K36me2/3) (5), in the setting in H3K27M mutant glioma, suggesting a more complex effect of this oncogene on the tumor epigenome.

The mechanism by which the H3K27M protein affects chromatin structure and function, and thereby gliomagenesis, is still not completely understood. While multiple recent studies evaluate the epigenetic factors contributing to pHGG biology, characterization of the tridimensional (3D) structure of the pHGG genome has yet to be reported. Disruption of genome architecture is increasingly understood to contribute to cancer biology via dysregulation of gene expression programs (6). In adult glioma, 3D genome studies revealed hypermethylation of a CCCTC-binding factor (CTCF) binding motif in some IDH1 mutant gliomas, thereby eliminating a domain boundary and resulting in sustained expression of PDGFRα, a known glioma oncogene. Further, through integration of genomics and 3D structural genomics datasets, CD276 targeting was recently identified as a novel therapeutic strategy for GBM via suppression of the tumor stem cell self-renewal. Thus, characterizing the 3D genome of pHGG could provide valuable insight structural variations (SVs) and enhancer-promoter interactions that lead to tumor formation, particularly in the setting of histone H3 mutations.

Here, we integrated transcriptome analysis [RNA sequencing (RNA-seq)], chromatin immunoprecipitation sequencing (ChIP-seq), high-throughput chromosome conformation capture (Hi-C), and chromatin accessibility [assay for transposase-accessible chromatin using sequencing (ATAC-seq)] datasets for H3 mutant and wild-type pHGG specimens, including tumor cell lines and tissues. We identified tumor-specific enhancers and regulatory networks for known oncogenes in DIPG and GBM. In addition, we saw genome distinct SVs between DIPG and GBM that lead to enhancer hijacking events, resulting in aberrant oncogenic gene expressions. This is, to our best knowledge, the first comprehensive genomic characterization
genes were up-regulated in DIPG and GBM compared to normal cell lines. A total of 949 and 497 observed a higher number of cancer-specific differentially expressed profiles of glioma cell lines were compared to normal cell lines, we identified as up-regulated in DIPG compared to GBM cells (log 2 fold change > 2 and adjusted P < 0.01), while 860 genes were down-regulated (log 2 fold change < -2 and adjusted P < 0.01). When gene expression profiles of glioma cell lines were compared to normal cell lines, we observed a higher number of cancer-specific differentially expressed genes in DIPG compared to normal cell lines. A total of 949 and 497 genes were up-regulated in DIPG and GBM compared to normal cell lines, respectively (Fig. 1B). These results indicate differential transcription regulation, especially activation, of distinct subsets of genes in DIPG and GBM. For example, three markers of stem and glial progenitors, CCND2, SOX2, and OLIG2, are significantly up-regulated in DIPG cell lines: SOX2 and OLIG2 have been previously shown to be highly expressed in DIPGs (Fig. 1C) (7). In contrast, THBS1, COL7A1, and PTSG2 are significantly up-regulated in GBM relative to DIPG cell lines.

To identify functional annotations that are differentially over-represented in the two cancer types, we performed the Gene set enrichment analysis (GSEA) for DIPG- and GBM-specific differentially expressed genes (Fig. 1D). In DIPG, we detected the enrichment of gene sets associated with immune response, including targets of E2F, and cell proliferation pathways. Gene sets differentially enriched in GBM cell lines were also involved in immune system responses, such as interferon-γ response and myeloid leukocyte-mediated immunity. Gene Ontology and Kyoto Encyclopedia of Genes and Genomes analyses of DIPG-specific up-regulated genes revealed similar results and also implicated pathways involved in synaptic assembly and axonal guidance (Fig. S3).

Additional functional pathways analysis of differentially expressed genes between DIPG and normal cell lines implicated SOX2 and SUZ12 as top activated upstream regulators in DIPG (fig. S4, A and B), with cancer as the top represented disease process. Synaptogenesis signaling was identified as the top activated canonical pathway in DIPG relative to normal cells (fig. S4C). The top implicated upstream regulators between DIPG and GBM cell lines were SOX2 and TRIM24 activation (fig. S4D), with cancer as the top disease process. When comparing DIPG versus GBM gene expressions, axonal guidance signaling and synaptogenesis (fig. S4C) emerged as the top canonical pathways in DIPG.

**DIPG-specific active enhancer landscapes**

To ensure that our cell line data accurately represent the tumor genomic landscape, we performed ChIP followed by deep sequencing (ChIP-seq) of our cell lines (table S2B) using the ENCODE pipeline. Spearman correlation was calculated for genome-wide bigwig signals among cell line ChIP-seq replicates, with average within-sample correlation of >0.9, demonstrating the technical reproducibility of our ChIP-seq data (fig. S2B). As promoter H3K27ac enrichment is associated with transcription activation, we expected gene expression (RNA-seq data) to share similar clustering patterns with H3K27ac enrichment patterns (ChIP-seq data). To confirm this, we performed unsupervised hierarchical clustering of mRNA expression patterns and genomic H3K27ac enrichment separately (Fig. 1E). We saw distinct clusters by diagnosis (DIPG, GBM, and normal cell lines). Furthermore, H3K27M DIPG cell lines (DIPG007, SF7761, DIPG1114, and DIPGXIII) cluster together, away from H3 wild-type specimens. Distinct clusters by mutation status were also observed in tissue, although to a lesser degree. As with RNA-seq data, genomic H3K27Ac enrichment patterns in SF8628 and DIPGIV show higher correlation with enrichment in SF9427 and SF9402 compared to the other four DIPG cell lines. This is possibly due to the fact that the DIPGIV is H3.1K27M mutant and that SF8628 could senesce over time (8). More focused comparison between histone H3.3 mutant (DIPG) and histone H3.3 wild type (GBM) demonstrated consistency of the clustering from gene expression and genome-wide H3K27Ac enrichment, indicating that H3K27Ac-marked enhancers could potentially contribute to the tumor subtype differential gene transcription.

**RESULTS**

To better understand how SVs in genome structure and enhancer–promoter interactions affect gene expression in pHGG in the presence and absence of the H3K27M mutation, we integrated high-throughput multiomics data in patient-derived cell lines (DIPG, n = 6; GBM, n = 3; normal, n = 2; table S1A) and frozen tissue specimens (DIPG, n = 1; normal brainstem, n = 1; table S1B). Analyses included cell line RNA-seq; ChIP-seq for H3K27ac, H3K27me3, and H3K27m; and genome-wide chromatin conformation capture (Hi-C), as well as tissue Hi-C and ATAC-seq (Fig. 1A and fig. S1). All data generated are available in Gene Expression Omnibus (GEO) series GSE162976.

**Transcriptome analysis reveals tumor-specific patterns of gene expression**

To evaluate the tumor transcriptomic landscape, RNA-seq was performed on all cell lines studied. Principal components analysis (PCA) was conducted for the top 500 variable genes across all specimens. In all samples, replicates clustered tightly together (Fig. 1A). Spearman correlation was calculated for uniquely mapped reads among replicates, with an average of 0.968, demonstrating the technical reproducibility of our RNA-seq data (table S2A). Of the six H3K27M mutant DIPG cell lines analyzed, two distinct clusters were identified on PCA: one group with SF7761, DIPGXIII, and DIPG1114 and a second with SF8628 and DIPGIV (the latter being the only H3.1K27M mutant line analyzed). Therefore, to obtain uniform differential expression gene sets, we excluded DIPGIV and SF8628 from subsequent analyses characterized below. Two H3 wild-type normal cell lines, normal human astrocytes (NHAs) and human neural stem cells, clustered independently from the cancer cell lines. As expected, PCA results also indicated that the two different pHGG types, DIPG and GBM, are more distinct from normal cells than from each other. There is a clear distinction between DIPG and GBM clusters. This result was reproducible in unsupervised hierarchical analysis of the top 500 most variable genes across all cell lines studied (fig. S2A), which separates transcriptome profiles into respective diagnostic categories (DIPG, GBM, and normal) by technical replicate. Of the GBM cell lines analyzed, the H3 wild-type lines SF9402 and SF9427 clustered together, distinctly from KNS42, which harbors an H3.3G34V mutation. Because of this unique mutation status, we also excluded KNS42 from subsequent analyses.

**DIPG transcriptomes are enriched for cell proliferation and immune suppression genes**

To identify differentially expressed genes between subgroups, we compared gene expression levels in four H3.3K27M mutant DIPG cell lines (DIPG007, DIPGXIII, SF7761, and DIPG1114) and two H3K27 wild-type GBM cell lines (SF9427 and SF9402). A total of 838 genes were identified as up-regulated in DIPG compared to GBM cell lines (log 2 fold change > 2 and adjusted P < 0.01), while 860 genes were down-regulated (log 2 fold change < -2 and adjusted P < 0.01). When gene expression profiles of glioma cell lines were compared to normal cell lines, we observed a higher number of cancer-specific differentially expressed genes in DIPG compared to normal cell lines. A total of 949 and 497 genes were up-regulated in DIPG and GBM compared to normal cell lines, respectively (Fig. 1B). These results indicate differential transcription regulation, especially activation, of distinct subsets of genes in DIPG and GBM. For example, three markers of stem and glial progenitors, CCND2, SOX2, and OLIG2, are significantly up-regulated in DIPG cell lines: SOX2 and OLIG2 have been previously shown to be highly expressed in DIPGs (Fig. 1C) (7). In contrast, THBS1, COL7A1, and PTSG2 are significantly up-regulated in GBM relative to DIPG cell lines.

To identify functional annotations that are differentially over-represented in the two cancer types, we performed the Gene set enrichment analysis (GSEA) for DIPG- and GBM-specific differentially expressed genes (Fig. 1D). In DIPG, we detected the enrichment of gene sets associated with immune response, including targets of E2F, and cell proliferation pathways. Gene sets differentially enriched in GBM cell lines were also involved in immune system responses, such as interferon-γ response and myeloid leukocyte-mediated immunity. Gene Ontology and Kyoto Encyclopedia of Genes and Genomes analyses of DIPG-specific up-regulated genes revealed similar results and also implicated pathways involved in synaptic assembly and axonal guidance (fig. S3).

Additional functional pathways analysis of differentially expressed genes between DIPG and normal cell lines implicated SOX2 and SUZ12 as top activated upstream regulators in DIPG (fig. S4, A and B), with cancer as the top represented disease process. Synaptogenesis signaling was identified as the top activated canonical pathway in DIPG relative to normal cells (fig. S4C). The top implicated upstream regulators between DIPG and GBM cell lines were SOX2 and TRIM24 activation (fig. S4D), with cancer as the top disease process. When comparing DIPG versus GBM gene expressions, axonal guidance signaling and synaptogenesis (fig. S4C) emerged as the top canonical pathways in DIPG.
Fig. 1. DIPG and GBM cells harbor distinct transcriptomes corresponding with H3K27ac enhancer enrichment. (A) PCA of cell transcriptome data: Unsupervised clustering of technical replicates (n = 3) and diagnosis (DIPG, n = 6; GBM, n = 3; normal, n = 2). PC, principal component. (B) Differentially expressed genes (DEGs) between DIPG, GBM, and normal cell lines. Red, up-regulated relative to normal cell lines; blue, down-regulated (|log2FC| ≥ 2). (C) Differentially expressed genes between DIPG and GBM cell lines. Y axis = expression level for each gene [log2(TPM + 1)]. TPM, transcripts per million. (D) Gene Set Enrichment Analysis (GSEA) of cell transcriptomes: Increased E2F signaling and repression of cell proliferation and immune response pathways in DIPG versus GBM. Signal-to-noise ratio was used to rank the genes per correlation with DIPG (red) or GBM (blue). Green curve = enrichment score. Normalized enrichment score (NES), corresponding P value (Pval), and false discovery rate (FDR) are reported. Enriched pathways: Cell cycle targets of E2F transcription factors (TFs), genes expressed in human breast tumors, genes up-regulated in response to interferon gamma, and genes involved in immune response by a myeloid leukocyte. (E) Unsupervised hierarchical clustering of whole transcriptome RNA-seq data (left) and genome-wide H3K27ac signals (right), demonstrating similar transcriptome and H3K27ac landscapes. Correlations for RNA-seq data were calculated using the Pearson correlation coefficient from the log-transformed raw read counts, and correlations for K27ac ChIP-seq data were calculated on the basis of genome-wide bigwig signals at 10-kb resolution using deeptools: DIPG tissue (n = 8), normal pons tissue (n = 2), DIPG cell lines (n = 6), GBM cell lines (n = 3), and nontumor cell lines (n = 2), including NHAs and human normal stem cells (hNSCs). Tissue data were obtained from published results (table S1). WT, wild type.

Tumor-specific enhancer landscapes lead to differential oncogenic signaling
Aberrant enhancer activity is a key driver of gene expression that contributes to tumor formation, maintenance, and progression (9). Therefore, we hypothesized that DIPG and GBM show distinct, locus-specific gains and losses of enhancer activity across the epigenome, thereby resulting in distinct mechanisms of transcription regulation by tumor type and H3K27M mutation status. Distal H3K27ac peaks that are 2.5 kb away from gene promoter regions have been used as markers for active enhancers. To identify tumor type–specific enhancers, we
first merged all the filtered H3K27ac peaks ($P < 1 \times 10^{-5}$ and $q < 0.01$) and obtained a total enhancer peak set of 328,242 peaks. H3K27ac signals from each cell line were calculated across this peak set, with 2883 peaks identified as enriching DIPG-specific enhancers, 4690 peaks as enriching H3 wild-type GBM-specific enhancers, and 4289 peaks as enriching KNS42-specific enhancers (Fig. 2A, left). Since KNS42 harbors a unique H3G34V mutation that sets it apart from the other two GBM cell lines analyzed, we excluded it from subsequent analyses to ensure a more homogenous GBM genomic landscape for comparison to DIPG. We then plotted H3.3K27M signals at the identified enhancer regions and observed colocalization of H3.3K27M and H3K27ac at DIPG-specific enhancer regions across all DIPG cell lines. Tumor-specific distal H3K27me3 signals were also identified using the same strategy. Consistent with previous studies, H3K27me3 signals were globally decreased in DIPG compared to GBM (fig. S2C) (10), and H3.3K27M colocalized with H3K27ac (Fig. 2A, right). Representative genome browser tracks are shown to depict H3K27ac-enriched DIPG-specific enhancer regions, including ASCL1, JAK3, and PHLD1A1, and H3K27ac-enriched GBM-specific enhancer regions, including IMP3, SMAD3, and ATAD1 (Fig. 2B).

We then performed motif enrichment analysis at the tumor-specific, H3K27ac-enriched enhancer regions. In DIPG, FOX, SOX, STAT, and SMAD families were among the top motifs enriched with H3K27ac. Similarly, BACH, ETS, bZIP, TEAD, and FOS families were enriched in H3K27ac at GBM-specific enhancers. Transcription factor (TF) members inside identified that families usually share similar motifs, which makes it difficult to identify the real functional TF. We identified motif enrichment of genes that are significantly differentially expressed between DIPG and GBM (Fig. 2C) and of additional genes that were not differentially expressed these two groups (fig. S2D). To identify candidate functional TFs, we took the expression level of TFs into consideration as well. For example, in DIPGs, SOX2, OLG2, TCF12, ASCL1, FOXM1, and FOXO1 were all highly expressed and showed significant motif enrichment (Fig. 2, C and D). These motifs were therefore identified as DIPG-specific active motifs. In contrast, FOSL2, TEAD3, MAFK, and FLI1 were identified as GBM-specific active motifs (Fig. 2, C and D). Last, to determine how the differences in enhancer architecture between DIPG and GBM translate to oncogenic signaling, Genomic Regions Enrichment of Annotations Tool (GREAT) analysis was performed for tumor-specific enhancers. In accordance with GSEA analysis for RNA-seq data, DIPG-specific enhancers also showed enrichment in proliferation-related pathways, whereas GBM-specific enhancers are more enriched for cell migration, hypoxia, and inflammation-related pathways (Fig. 2E).

**DIPG and GBM exhibit distinct 3D genome structures**

Previous studies have shown that 3D chromatin organization is associated with epigenetic activation or silencing of gene transcription (11–13). Therefore, to better understand the impact of chromatin structure on regulation of DIPG cancer genome, we performed high-resolution Hi-C experiments (>700 M reads each) for DIPG (DIPGXXIII and DIPG007), GBM (SF9427), and NHA cell lines, as well as a fresh DIPG tumor tissue (3810) (fig. S5, A to E, and table S2C). Normalized Hi-C maps revealed differences in topologically associating domains (TADs) and DNA looping between H3 mutant (DIPG) and wild-type (GBM and NHA) cell lines at biologically relevant genomic regions. For example, at MYCN, we observed sub-TAD structures and more frequent interactions within this TAD region in DIPGs compared to GBM and NHA. In line with this finding, we also observed heightened within-TAD interaction at MYCN in DIPG tissue (Fig. 3A). The expression of MYCN gene is significantly higher in the DIPG cell lines, except for the DIPG007, compared to the H3.3 wild-type GBM cell lines (fig. S7A). Differences in TAD structure between tumor types were observed in multiple genomic regions, including GA57 (figs. S6 and S7A), which was highly expressed in all the four DIPG cell lines. This indicates that the 3D genomic feature change may be one of the contributing factors that regulate the gene expression, although it might not be the only one.

To systematically study the impact of 3D genomic features on transcription, we identified ~2877 TADs across cell lines at 40-kb resolution, according to the insulation scores (range: 2794 to 2963). When interrogating the differences of TADs between specimen types, we observed that most of the TAD boundaries remained stable across specimens (fig. S7B). In addition, we observed a slight gain in the number of TAD boundaries in DIPGs compared to GBM and normal cells, as well as in GBM compared to normal cells (fig. S7B). We next explored the consistency between the DIPG cell lines and patient tissue sample of the gained and loss TAD boundaries comparing to the GBM cell lines. We observed 333 (~26%) gained and 519 (35 to 49%) loss of overlapped boundary regions Among the three DIPG samples (fig. S7C). The consistency was further confirmed by the lower insulation scores among DIPG samples at the 333 DIPG gained of TAD boundaries, and the valley of insulations score at the loss of TAD boundaries only occurred in the GBM sample (fig. S7, D and E). We further evaluated the relationship between TAD boundaries and gene expressions. Genes surrounding TAD boundaries gained in DIPG had lower expression in DIPG samples, while genes with loss of TAD boundaries had higher expression in DIPG samples (fig. S7F). We further examined specifically for oncogenes within the boundary regions, and we observed similar patterns (fig. S7F). We further interrogated the H3K27M and H3K27ac bindings within the TAD boundaries. We observed colocalization of H3K27ac and H3.3K27M peaks within TAD boundaries, consistent with previous observations (fig. S8, A and B) (10). Almost half of the TAD boundaries contain the H3K27M binding (fig. S8, C and D). In addition, the TAD boundaries that contain H3K27M or H3K27ac peaks also had notable overlap. The H3K27M- and H3K27Ac-bound TAD boundaries also showed consistency between cell lines (fig. S8, C and D).

Next, examined DNA interaction loops for each cell line. An average of 17,141 loops were identified across cell lines (range: 8091 to 29,124) (table S3). To identify distinct looping structures in DIPG versus GBM, we first compared each DIPG cell line separately with the GBM line, SF9427, using diffPeakachu. We identified 2236 DIPG007-specific loops and 704 SF9427-specific loops, comparing DIPG007 with SF9427 (fig. S9B). Likewise, upon comparing DIPGXIII to SF9427, we identified 1231 DIPGXIII-specific loops and 1190 SF9427-specific loops (fig S9B). Differential loops identified via these two comparisons were then merged into a union set, which yielded 2239 DIPG-specific loops and 1656 GBM-specific loops (Fig. 3B). Aggregated peak analysis plots at these loop regions demonstrated tumor type–specific enrichment, as expected (Fig. 3B). It further showed the consistency from the DIPG 3810 tumor tissue sample (Fig. 3B). We also observed that average loop distances in DIPG-specific loops are longer than those specific to GBM (fig. S9C). This indicated a potentially more condensed 3D structure, which brought together
Fig. 2. ChiP-seq data revealed tumor-specific enhancer landscapes that result in specific motif and TF enrichment. (A) H3K27ac ChiP-seq reveals tumor-specific distal enhancers (red). DIPG-, GBM-, and G34V-specific distal enhancers are shown, with normal cell lines as controls. H3.3K27M signals were shown for DIPG cell lines at the same regions of H3K27ac (purple). The GBM cell line KNS42 (H3G34V mutant) is excluded from subsequent motif enrichment analysis due to its distinct molecular profile relative to the H3 wild-type GBM cell lines (n = 2). (B) Representative genome browser view of DIPG- and GBM-specific enhancers. Tracks are superimposed H3K27ac and H3.3K27M ChiP-seq tracks from DIPG (n = 4), GBM (n = 2), and normal (n = 2) cell lines. Tumor-type specific enhancer peak calls are represented as black bars above tracks. DIPG-specific enhancers are highlighted in red and GBM-specific enhancers in blue. (C) Motif enrichment with differentially expressed genes between DIPG and GBM cell lines. Expression levels of the motif genes are shown (left); heatmap shows the motif enrichment level (−log10 P value; right). Tumor-specific active motifs, defined as highly enriched motifs with high differential gene expression in a given tumor type, are shown (table, right). (D) TF motif enrichment is distinct in DIPG versus GBM cell lines. (E) GREAT analysis for DIPG- and GBM-specific distal enhancer regions TF motif enrichment implicates distinct biological processes in DIPG versus GBM.
Fig. 3. DIPG and GBM showed distinct 3D genome organization affecting multiple promotor and enhancer regions in each tumor type. (A) Hi-C contact maps and H3K27Ac ChIP-seq tracks at MYCN (chr2: 15,000,000 to 16,750,000 bp). Loops are shown under H3K27ac and K27M tracks. DIPG cell lines (DIPG007 and DIPGXI) and tissue (3810 T) have higher within-TAD interaction frequency and intensities compared to GBM (SF9427) and normal (NHA) cells. Sub-TADs are formed near MYCN. ATAC-seq shows DIPG tissue (3810 T) with greater chromatin accessibility compared to normal brain stem tissue from the same patient (3810 N). (B) APA plot shows aggregated signals from tumor type-specific loops. (C) DIPG-specific loops link OLIG2 with a distal enhancer located within the gene body of lncRNA LOC101928107. Loops are shown above each H3K27ac track. Hi-C maps show genomic regions chr21: 32,900,000 to 33,260,000 at 5-kb resolution. DIPG-specific loops were not observed in SF9426 or NHA. ATAC-seq of tissue samples shows DIPG (3810 T) to have greater chromatin accessibility in the OLIG2 enhancer region compared to normal brainstem (3810 N). (D) GBM-specific loops link the CCBE1 promoter with an upstream enhancer highlighted in purple. Hi-C maps show genomic regions chr18: 59,350,000 to 59,950,000 at 5-kb resolution. Loops were not observed in DIPG or normal cell lines in this region. (E) Gene expression in DIPG, GBM, and NHA at DIPG-specific and GBM-specific loop anchors (left). Oncogene expression in cell lines at these loop anchors (right). (F) Gene regulatory networks in DIPG and GBM. Each link represents tumor type–specific loops linking the tumor type–specific H3K27Ac enriched enhancers (shown in Fig 2A) and gene promoters. The circle surrounding the nodes represents functional pathways enrichment. IC, ion channel protein; GPCR, G protein–coupled receptors.
longer distance regulatory elements. We further investigated the impact of differential loops on gene expression. We observed that for genes within the DIPG-specific loops, the expressions were higher in the two DIPG samples, while the expressions of genes within the GBM-specific loops were higher in the GBM sample (Fig. 3E). We observed similar patterns for the oncogenes (Fig. 3E). In conclusion, the 3D genomic plasticity between the two subtypes of brain tumor indicated that the rearranged enhancer promoter circuitry might be important for brain tumor development.

**Tumor-specific enhancer-promoter loops and regulatory networks identified for known oncogenes**

Physical contact or interaction between regulatory elements and gene promoters facilitates gene transcription regulation over long regions of the genome. Therefore, we next interrogated the roles of specific epigenetic regulatory features identified within differential loops regions in DIPG versus GBM. We observed a DIPG-specific loop between the OLG2 promoter region and a downstream enhancer region located within the intron of LOC101928107 in our two DIPG cell lines and in DIPG tumor tissue (Fig. 3C). Comparing ATAC-seq data from DIPG tumor tissue and normal brainstem sample from the same patient, we found that DIPG chromatin has greater accessibility in the OLG2 enhancer region compared to normal brainstem tissue (Fig. 3C). We also identified GBM-specific loops at CCBE1 and LNC01303 regions (Fig. 3D and fig S9A). These interactions were not observed in DIPG or NHA. To obtain an overview of the loop anchor distributions within each cell line, we queried for loop anchor regions that overlapped with gene promoter and enhancer regions. More than 20% of loops in DIPG, and 30% in GBM, can be categorized as enhancer-promoter loops (fig. S9D).

The significant distinctions in gene expression, enhancer landscape, and enhancer-promoter interactions between DIPG and GBM specimens implicate distinct regulatory networks of gene transcription. Therefore, we sought to predict the gene regulatory networks specific to DIPG and GBM. We first performed a motif scan using MEME-FIMO at tumor type–specific enhancer regions, revealing tumor specific enhancer-promoter interactions upstream of tumor-specific up-regulated genes. Focusing on DIPG-specific active motifs, we observed a network of interaction between OLG2, TCF12, SOX2, and ASCL1. OLG2 was also identified upstream of a number of neurogenesis related genes, including HESS, SEMA6D, and OLG1. These findings imply that OLG2 plays a central role in this DIPG-specific signaling network (Fig. 3F, left). In addition, we performed gene ontology enrichment analysis of this gene network, identifying neurogenesis and glial cell fate commitment as the top enriched functional pathways. Similarly, inspection of GBM-specific genes with enhancer-promoter interactions revealed a number of genes previously implicated in tumorigenesis, including TRX2, THBS1, and BDNF (Fig. 3F, right). Gene Ontology analysis of this gene network showed enrichment in regulation of fibroblast proliferations and cell differentiation pathways.

Last, on functional pathways analysis of the 35 genes with increased expression, H3K27ac enhancer enrichment, and loops within 50 kb of the transcription start site (TSS) in DIPG007 versus GBM cells, γ-aminobutyric acid (GABA) receptor signaling was identified as a top canonical pathway ($P = 8.9 \times 10^{-5}$). In addition, this gene set is mapped to cellular movement, nervous system development, and cell-to-cell signaling as top networks of molecular interaction (fig. S10A). Tamzemetostat, an inhibitor of the PRC2 subunit EZH2 (enhancer of zeste homolog 2), was identified as the top upstream regulator for this gene set ($P = 1.23 \times 10^{-2}$; fig. S10B).

**Effects of pharmacologic alteration of BRD on DIPG genome structure**

BET proteins, including BRD-containing protein 2 and 4 (BRD2 and BRD4, respectively), bind to acetylated lysine on histones on chromatin to subsequently facilitate transcriptional activation of RNA polymerase II. The role of BRD proteins in DIPG has been previously described (9, 10). Specifically, strong co-occupancy between BRD2 and BRD4 proteins and H3.3K27M-K27ac heterotypic nucleosomes was observed, suggesting a potential role of BRD proteins in DIPG pathogenesis (14). Abrogating the antiproliferative effect of H3.3K27M-K27ac heterotypic nucleosomes through the use of BRD/BET inhibitors has been proven to decrease DIPG cell proliferation and promote terminal neuronal differentiation in vitro, as well as prolong DIPG mouse xenograft animal survival in vivo (10, 14).

Therefore, to explore the effect of BRD/BET inhibition on DIPG genome structures, we performed Hi-C analyses of DIPG007 cells treated with a BET BRD inhibitor (BBI), BRD4i, and a BRD degrader, dBET6. We found the BRD degrader to exert more pronounced antitumor effect compared to BRD inhibitor. Protein analyses showed greater BRD4 degradation and H3K27ac reduction with dBET6 at both 24 and 48 hours of drug treatment (Fig. 4A). Since BRD4 and H3K27ac levels were lowest at 24 hours of drug treatment, we selected this pharmacological treatment duration for both drugs for all subsequent analyses. In addition, dBET6 had strong antiproliferative effect on our DIPG cell line at 24 hours of treatment, consistent with the findings in a previous study using adult GBM cell lines (fig. S11) (15).

Next, we determined the effects of BRD/BET inhibition on DNA looping structures. We identified 36,996 loops in dimethyl sulfoxide (DMSO)–treated cells, 32,147 loops in BRD4i-treated cells, and 21,293 loops in dBET6-treated cells using Peakachu. To assess the genome-wide effects of drug treatment on chromatin interactions, we systematically identified the treatment-specific loops using diffPeakachu. We found that a large number of loops (12,154) were specific to the DMSO treatment compared to the dBET6 treatment, indicating significant loss of loops after the dBET6 treatment. This is similar in the BRD4i treatment but to a lesser extent (6112 loops loss), indicating stronger effects of dBET6 on 3D chromatin interactions (Fig. 4B).

As we previously identified OLG2 as a core TF in the DIPG gene regulatory network with strong enhancer-promoter interactions in both DIPG cell lines and tumor tissue, we questioned whether H3K27Ac-targeted drug treatment could disrupt these enhancer-promoter interactions. The enhancer-promoter interaction at OLG2 was disrupted after both BRD4i and dBET6 treatment (Fig. 4C), with dBET6 having a stronger effect. Given that BET/BRD inhibition reduces effect of H3K27ac, an active histone modification, we suspected this treatment would also be associated with the A/B compartment switches. We observed both A to B and B to A switches between drug treatments and DMSO control cell lines (Fig. 4, D and E). In general, there were 4488 A to B and 2005 B to A compartment switches from DMSO to dBET6 treatment. The number of A to B (2303) and B to A (2711) compartment switches from DMSO to BRD4i were not significantly different. These further indicated the stronger inhibitory effects of dBET6 treatment on active gene transcription relative to
Fig. 4. Bromodomain-targeted treatment results in changes in DIPG 3D genome structure. (A) Western blot analysis of BRD4i, β-actin, H3K27ac, and total H3 levels upon BRD4i or dBET6 treatment for 24 and 48 hours. The effect of both drugs on BRD4 levels was strongest at 24 hours, with greatest decrease after dBET6 treatment. (B) APA plot depicting aggregated signals from drug treatment–specific loops versus DMSO-specific loops (control). (C) Hi-C maps depicting genomic region chr21: 32,900,000 to 33,260,000, encompassing OLIG2, at 5-kb resolution in DMSO-, BRD4i-, and dBET6-treated cells. Tumor-specific interaction (arrow) is disrupted 24 hours after BRD4i and dBET6 treatment, with dBET6 exerting a stronger effect. (D) A/B compartment designations at genomic region chr6: 75,000,000 to 115,000,000 at 40-kb resolution in DMSO-, BRD4i-, and dBET6-treated cells. A compartment, purple; B, blue. Regions of A to B switch between DMSO and drug treatments, light blue; regions of B to A switch, light yellow. Both A to B and B to A compartmental switches occur with drug treatment. (E) Number of genome-wide A/B compartment switches between DMSO and dBET6- or BRD4i-treated cells. A → B and B → A switches were observed with dBET6 and BRD4i treatment, compared to DMSO control. dBET6 exhibits a greater effect on compartmental switching. (F) Hi-C maps showing genomic region chr1: 15,200,000 to 17,000,000 bp, encompassing SOX6, at 5-kb resolution in DMSO-, BRD4i-, and dBET6-treated cells. A/B compartment signals are shown below Hi-C maps. Weakened interactions between the promoter region of SOX6 and surrounding regions are observed in dBET6-treated conditions, compared to DMSO control.
BRD4i. Last, the interactions surrounding the SOX6 regions were subsequently weakened with dBET6 treatment relative to DMSO controls (Fig. 4F). These results indicated that both BRD4i and dBET6 have the potential to change the 3D genomic structures, but dBET6 demonstrated a stronger effect, which might contribute to the stronger phenotypic effect.

SVs lead to enhancer hijacking and coamplification events in pHGG

SV is of great relevance in cancer genetics. Studies have shown that SVs not only affect gene expression but also alter the copy number of regulatory elements, such as promoters or enhancers, and modify the 3D genome by disrupting TADs. The result of this so-called “position effect” is the expression of genes distant from SV breakpoints, thereby causing a disease-specific genotype (16, 17). Thus, to evaluate the effects of SVs on regulation of gene expression, we first used our cell line Hi-C data to infer copy number variation (CNV) profiles for the cells analyzed (Fig. 5A). As expected, we observed more regions of CNV in our glioma cell lines relative to NHAs, with the DIPG lines exhibiting the greatest number of CNVs. These genome-wide CNV profiles from our Hi-C data are consistent with previous comparative genomic hybridization studies in DIPG (18, 19), where 1q, 7p, and 7q gain was observed. 10q loss, which is commonly identified in DIPGs, was not observed in our data. We observed CNV gain in DIPG cell lines for 16.5% to 19% of DIPG-specific differentially up-regulated genes and CNV loss in 13.8% to 18.3% of DIPG-specific differentially down-regulated genes, depending on the DIPG cell line analyzed (fig. S12, A and B). Enhancer coamplification was also previously shown to contribute to gene up-regulation through euchromosomal DNA in glioblastoma (9). Here, we observed coamplification of TCF12 gene and the enhancer within the TCF12 intron region, indicating that TCF12 up-regulation in DIPG is likely due to both copy number gain and enhancer coamplification (Fig. 5B).

We also identified additional SVs in our cell lines (table S3) using Hi-C breakfinder. By reassembling the genomic locations of breaks based on SV data, we identified several potential enhancer hijacking events that exerted influence on observed gene expression levels. For example, we identified an interchromosomal translocation event for chr12: 8,430,000 to 9,210,000 and chr8: 118,070,000 to 118,430,000 regions from DIPG007 Hi-C data (Fig. 5C). Neo-loops were identified between the A2M promoter and candidate enhancers on chr8. Copy number gain was also observed at these regions, indicating simultaneous enhancer hijacking and coamplification events in DIPG007 upstream of the A2M gene. The enhancer hijacking and coamplification might contribute to the highly expression of this gene in the DIPG007 cell line (Fig. 5C). To verify our finding of a previously unidentified SAMD12-A2M interchromosomal translocation event, t(8;12)(q24;p13), we performed fluorescence in situ hybridization (FISH) in DIPG007 cells and observed the SAMD12-A2M fusions with concurrent copy number gains of the SAMD12 and A2M loci in metaphase from the DIPG007 cells (Fig. 5D), confirming the complex interchromosomal translocations and copy number alterations observed by Hi-C data. Furthermore, we also observed weakened interactions with the dBET6 treatment, indicating this hijacked enhancer as a potential drug target (Fig. 5E). We observed similar such events for WNT3 (inversion, interchromosomal translocation, and amplification) and JAG2 (inversion and deletion) in DIPG007 (fig. S13, A and B).

DISCUSSION

pHGGs, including GBM and DIPG, are highly malignant brain tumors characterized by a high rate of somatic missense mutations in genes encoding histone H3 proteins. Greater understanding of the tumor structural and epigenetic landscape can provide insight into the mechanism of gliomagenesis, with the potential to reveal therapeutic vulnerabilities. The transcriptional programs of pediatric brain tumors have been well characterized in recent years. Here, we report that DIPG and GBM harbor distinct 3D genome alterations that, in addition to previously identified oncogenic driver mutations and dysregulated pathways, may play critical roles in downstream gene regulations and, hence, tumorigenesis. By comparing H3 mutant and wild-type cell lines, we also identified structural differences that may potentially be attributed to the H3.3K27M mutation. Our integrated genomic and epigenomic analyses of pHGG specimens allowed identification of previously unknown regulatory networks and gene targets for further study.

Among the genes we identified as up-regulated and H3K27ac-enriched in H3K27M mutant DIPG relative to H3 wild-type GBM and nontumor cell lines, OLIG2, SOX2, and TCF12 are all well studied in the context of glioma. OLIG2 is known to be highly expressed in DIPG and coexpressed with SOX2 and NES by multipotent neuroeprogenitor cells thought to act as glioma stem cells (4, 7, 20). In addition, the coordinated activity of core TFs, including POU3F2, SOX2, and OLIG2, is capable of reprogramming differentiated GBM cells to restore tumorigenic capacity (21). Furthermore, reduction of H3K27me3 at the OLIG2 locus and OLIG2 overexpression is observed in DIPG cell lines harboring the H3K27M mutation (7). An OLIG2-dependent transcription program is thought to be critical for DIPG initiation and pathogenesis (7). Recent studies also found that SOX2- and OLIG1-positive progenitor cells give rise to both H3K27M DIPG and adult GBM (7, 22). In addition, OLIG2 and RUNX2 were found to robustly segregate two distinct glioma cell populations with differential response to drug therapy (23), suggesting that these factors might contribute uniquely to therapeutic resistance (24).

We also found TCF12, ASCL1, FOSL2, and FOX genes to be highly expressed in DIPG. Mutation of TCF12 has previously been reported in anaplastic oligodendroglioma (25). ASCL1 was shown to regulate other neurodevelopmental TFs and cell cycle genes in glioma mouse models, and its overexpression is associated with DIPG cell fitness and tumorigenicity (26, 27). FOSL2 was validated as a master regulator of mesenchymal state (28). Two TFs from the FOX family were also previously identified as highly differentially expressed in DIPG: Although prior studies on FOX function in DIPG are limited, these genes are reported to play a proliferative role in glioma stem–like cells (29). In contrast, we found COL7A1, PTSG2, and THBS1 to be significantly up-regulated in GBM relative to DIPG cell lines. COL7A1 is reported to contribute to the invasive nature of GBM (30). Inducing THBS1 expression via SMAD3 contributes to the invasive behavior during GBM expansion (31). PTSG2 up-regulation is also related to GBM gliomagenesis and progression (32). Hence, our RNA-seq results are in line with prior findings of differential gene expressions in these tumors.

Given our findings of DIPG- and GBM-specific H3K27ac enhancer enrichments in DIPG cell lines that correlate with observed levels of gene expressions, we investigated the effect of H3K27ac-targeted therapy on the 3D genome structure in DIPG. BBIs block the acetyl-lysine binding activity of BET proteins and have broad effects against a wide range of cancer types (33–35). However, the efficacy
Fig. 5. SVs lead to enhancer hijacking and gene coamplification in DIPG. (A) Genome-wide CNV profiles generated from Hi-C data using HiNT. Red lines, CNV segmentations for each cell line. Y axis, log2 copy number ratio. Greater CNVs are observed in glioma relative to normal cell lines, with the greatest number of CNVs identified in DIPGs. (B) Hi-C, H3K27ac, and H3K27M ChIP-seq; CNV; and ATAC-seq tracks at TCF12 (chr15: 56,000,000 to 58,000,000). In DIPG cell lines, coamplification is observed at TCF12 and the enhancer within the TCF12 intron region. Copy number gain is observed in DIPG but not GBM or normal cell lines, indicating that TCF12 up-regulation is due to both copy number gain and enhancer coamplification in DIPG. There is no difference in chromatin accessibility between DIPG and normal tissue at this region. (C) Enhancer hijacking events identified in DIPG007 based on SV analysis. Interchromosomal translocation is observed between chr12: 8,430,000 to 9,210,000 and chr8: 118,070,000 to 118,430,000. Copy number gain is also observed in this region, indicating simultaneous enhancer hijacking and coamplification upstream of the A2M gene. (D) Fluorescence in situ hybridization (FISH) using dual fusion translocation probes were hybridized to metaphases for detection of translocation t(8;12)(q24;p13) of SAMD12 and A2M genes. FISH analysis of the SAMD12 gene was identified by fluorescent spectrum orange signals and A2M gene by spectrum green signals. A fusion event was identified by fused orange and green signals = yellow arrows. Additional concurrent copy number gains of the SAMD12 and A2M loci were observed. (E) Hi-C maps after DMSO, BRD4i, and dBET6 treatment for the same translocation region as shown in (C).
of BBIs is counteracted by the emergence of both primary and acquired resistance in various types of cancers. In brain tumors, a growing dependency of adult GBM cells on BET proteins was observed regardless of their sensitivities to BBIs (15, 36). Superior anti-GBM activities were instead observed following treatment with dBET6, a CRBN-dependent BET protein degrader, where dBET6-mediated depletion of BET proteins showed distinct transcriptional and cellular responses compared to BRD inhibition (15). Furthermore, dBET6 treatment does not result in BBI resistance (15). Here, we observed that both BRD4i and dBET6 led to the disruption of tumor-specific enhancer-promoter interactions, A/B compartment switching, and reduction of genome-wide chromatin interactions in DIPG cell lines. All of these observations were more pronounced with dBET6 treatment, highlighting the advantage of BRD degraders over inhibitors in this context. These findings reveal a potential new therapeutic vulnerability in DIPG that warrants further exploration.

Next, because of the long-range activity of regulatory genomic regions, associating the activities of regulatory regions of the genome, including specific superenhancers, to a particular gene can be challenging. However, high-resolution Hi-C maps can provide valuable insight on individual, physical contacts between specific regulatory regions and specific genes. Therefore, we applied Hi-C analysis to our cell lines and a DIPG tumor tissue and observed distinct looping interactions in both DIPG and GBM that affect tumor-specific chromatin landscapes and transcription regulation. First, we found that the total number of looping interactions within a specific gene did not correlate with increased gene expression, but specific loops throughout the genome did have a strong effect on transcriptional output. For example, we observed DIPG-specific looping between the promoter region of OLG2 and a downstream enhancer located within an intron of LOC101928107, which may contribute to the observed increased OLG2 expression in DIPG. We also found enhanced expression of some genes corresponding to loops lacking overlap with CTCF binding site or enhancers. Overall, these observed tumour-specific looping events could underlie tumorigenetic transcriptional programs in pHGG, such as the observed differential expression of OLG2, SOX2, and FOXO1 in these tumors. Forced chromatin looping via CRISPR-DCas9 has been shown to induce gene activation in a reversible manner and, hence, may have therapeutic implications (37). This technique enables redirection of enhancers away from genes harboring disease-causing mutations. By identifying unique enhancer-promoter interactions at OLG2 and SOX2 and the heightened chromatin accessibility in the OLG2 region, our work reveals these genomic regions as potential therapeutic vulnerabilities in DIPG and GBM.

Our study also provided evidence of a greater number of TAD boundaries and longer loop distances in H3K27M mutant DIPG compared to H3 wild-type GBM cell lines. These differential chromatin structures led to distinct up-regulation of several genes in DIPG via oncogenic rearrangement of enhancers due to translocation/inversion, also known as “enhancer hijacking” events. This SV-dependent redistribution of genes from regions of transcriptionally silent chromatin to regions populated with active enhancers highlights the diverse and complex interplay between the cancer genome and epigenome (38). For example, we identified DIPG-specific enhancer hijacking events at A2M, JAG2, PTK2, and FLRT1, including an inversion/translocation event involving SAMD12 and A2M, confirmed by metaphase FISH. These findings are in line with reports of structural genome alterations in adult glioma, where boundary element disruption via hypomethylation leads to enhancer hijacking and oncogene activation (39). Enhancer hijacking was also recently identified as a driver of oncogene activation in medulloblastoma (39). Enhancer hijacking events present a therapeutic vulnerability that can be exploited for clinical cancer treatment. Drugs that target key components of superenhancers, such as BET protein inhibitors that target BRD4 and CDK inhibitors that target CDK7, have been studied for DIPG treatment (10, 40). Our newly identified enhancer hijacking events in DIPG may therefore provide insight to the mechanism of tumorigenesis and targeted treatment susceptibility or resistance.

Last, our integrated sequencing studies lend important insight into potential pathways of pediatric gliomagenesis. For example, of those differentially expressed genes found to be expressed in DIPG, a subset (n = 35) was also observed to harbor CNVs, H3K27ac distal peaks, and loops within 50 kb of the TSS in DIPG007. The functional pathway analysis of these genes implicated GABA receptor signaling as the top canonical pathway, which is in line with prior observations that GABA type A receptors are down-regulated in GBM (41), reducing the growth inhibitory effects of GABA signaling. In addition, the top disease implicated by differentially expressed genes in DIPG was cancer, while top implicated molecular and cellular functions included neuronal migration, cellular signaling, and neuron/oligodendrocyte development. These findings correspond with recent single-cell RNA-seq analysis of H3K27M DIPG specimens, which revealed that an oligodendrocyte precursor cell tumor subpopulation exhibited greater self-renewal, tumor propagating potential, and transcriptional programs (27). Functional pathway analyses of our sequencing data also implicated EZH2, a long studied target for DIPG treatment (40), as well as SOX2 and TRIM24 as top upstream regulators for differentially expressed genes in DIPG. Hence, our findings provide new insight for therapeutic strategies to treat DIPG that are in line with current understanding of DIPG biology and tumor heterogeneity. These data support further investigation into how the 3D genome structure contributes to tumor subclonal diversity and developmental hierarchies to identify more effective targeted therapies.

While our study provides insight into the genomic and epigenetic profiles of pHGGs, a notable limitation is that our integrated analyses were performed largely using pHGG cell lines. Previous studies have identified tumor cell subpopulations with distinct gene expressions and developmental hierarchy in DIPG tumor tissue (4, 27). In particular, Nagaraja and colleagues (4) found H3.3K27M and H3.1K27M DIPG tumors to be driven by distinct profiles of active regulatory elements, with some shared, but mostly distinctive oncogenic signaling pathways. While our studies overlap on the characterization of DIPG enhancer landscapes, Nagaraja and colleagues (4) further investigated the lineage of the cells and found that DIPG-specific superenhancers were enriched at oligodendrocyte lineage TFs. On the other hand, we focused on the difference in chromatin architecture that could contribute to the enhancer profiles observed in DIPG. It would therefore be of great interest to see whether the H3.3K27M and H3.1K27M DIPGs harbor analogous SVs via Hi-C analyses of additional DIPG tissue specimens. Further, as H3.3K27M and H3.1K27M mutant DIPG exhibit distinct transcriptomes and active enhancer profiles (4), determining differences in 3D genome structure between them may provide additional valuable insight. Given the data presented here, additional, similar analyses of rare DIPG tissue specimens are warranted.
In summary, we present the first integrated transcriptome, enhancer landscape, and 3D genome structure characterization of pHGG specimens, including DIPG and GBM cell lines, and DIPG tissue. By integrating transcriptome and epigenome data, we identified DIPG- and GBM-specific regulatory networks and potential therapeutic vulnerabilities including unique structure variations leading to enhancer hijacking and coamplification events that influence gene expression levels. The aberrant, DIPG-specific 3D genome structural characteristics presented here suggest a potential role for targeted CRISPR-dCas9 or pharmacologic BET inhibition as a strategy for DIPG treatment. Hence, these data provide a valuable new perspective on pHGG biology, with the potential to improve our understanding and clinical management of this devastating disease.

MATERIALS AND METHODS

Experimental design
To better understand how SVs in genome structure and enhancer-promoter interactions affect gene expression in pHGG, we integrated high-throughput multomics data in patient-derived cell lines (DIPG, GBM, n = 6; normal, n = 2; table S1A) and frozen tissue specimens (DIPG, n = 1; normal brainstem, n = 1; table S1B). We performed RNA-seq, ChIP-seq for H3K27ac, H3K27me3, and H3K27M; and genome-wide chromatin conformation capture (Hi-C), as well as tissue Hi-C and ATAC-seq (fig. 1A and fig S1). Publicly available pediatric glioma tissue ChIP-seq data were integrated with our cell line ChIP-seq data (table S1C).

Cell lines analyzed
A total of 11 patient-derived cell lines were analyzed: H3K27M DIPG (n = 6), H3K27 wild-type GBM (n = 3), neural stem cells (n = 1), and NHA (n = 1). The source and culture media of each cell line are listed in table S1A. All cell lines were acquired and analyzed in accordance with institutionally approved protocols at Northwestern University (STU00202063). Cell lines were maintained in culturing media recommended by cell line providers. All cells were grown in an incubator with 5% CO2 at 37°C.

Tissue specimens analyzed
A total of 50 mg of DIPG tumor tissue and 50 mg of normal frontal cortex tissue from the same patient were used for ATAC-seq. Fifty milligram of each of the two DIPG tumor tissue samples was used for Hi-C. Tissue specimens were obtained in accordance with institutionally approved protocols at Ann and Robert H. Lurie Children’s Hospital of Chicago (Institutional Review Board no. 2012-14877) and Northwestern University (STU00202063) (table S1B).

RNA extraction
Cells were harvested at 80% confluency and washed with phosphate-buffered saline (PBS) twice. Cells were homogenized with QIAshredder (79654, QIAGEN). Homogenized whole-cell lystate then were used for RNA isolation via the manufacturer’s protocol (74104, QIAGEN). Extracted RNA was stored in −80°C or proceeds directly to library construction.

RNA library preparation and sequencing
RNA-seq libraries were prepared using the Illumina TrueSeq Stranded Total RNA Preparation Kit (RS-122-2201) with ribodepletion. Input RNA quality was validated using the Agilent RNA 6000 Nano Kit (5067-1511). A total of 1 mg of total RNA was used as a starting material. One microgram of RNA was used as a starting material. Libraries were validated using the Agilent DNA 1000 Kit (5067-1504) before proceeding to single-read sequencing at 50 base pairs (bp) on the Illumina NextSeq 500 Sequencing System.

Chromatin immunoprecipitation
ChIP was performed on cell lines in triplicate, following previously described protocols (10). Briefly, 30 to 50 million cells were cross-linked using 1% formaldehyde for 10 min and quenched with 0.125 M glycine for 5 min at room temperature. Cells were then rinsed, harvested, resuspended in extraction buffer for 10 min at 4°C, and then centrifuged at 1350g for 5 min at 4°C. Cell pellet was resuspended and transferred to a 1-ml milliTUBE (520135, Covaris). After sonication (Covaris E220 ultrasonicator), samples were spun down, and the supernatant containing chromatin was collected. Chromatin was decross-linked for 3 hours at 65°C, and DNA was extracted (28104, QIAGEN). The sample (10%) was saved as input. Chromatin was incubated with primary antibody overnight at 4°C (table S1D). The following day, protein A/G agarose beads (sc-2003, Santa Cruz Biotechnology) were added to the samples and incubated for 3 hours. Beads were centrifuged and washed with 1 ml of radiolabeled precipitation assay (RIPA) buffer four times. The beads and the 10 ml of input were eluted for 30 min at 65°C and then spun down. Supernatant was decross-linked overnight at 65°C. DNA was extracted and submitted for library preparation.

ChIP-seq libraries were prepared with the KAPA Library Preparation Kit (KK8234, Kapa Biosystems) and NETflex DNA barcodes (514104, Bio Scientific). A total of 10 mg of DNA was used as starting material for input and immunoprecipitation samples. Libraries were amplified with a thermocycler for 13 cycles. Postamplification libraries were size-selected at 250 to 45 bp in length using the Agencourt AMPure XP beads (A63881, Beckman Coulter). Libraries were validated using the Agilent High Sensitivity DNA Analysis Kit (5067-4626). Libraries were sequenced at 30 million reads on the Illumina NextSeq 500 Sequencing System.

High-throughput chromosome conformation capture
Hi-C in cell and tissue was performed following the manufacturer’s protocol (A510008, Arima Genomics). Cells were cultured and cross-linked using 1% formaldehyde for 10 min and quenched with 0.125 M glycine for 5 min at room temperature. A total of 3 million cells were used for each Hi-C experiment. Tissue samples were frozen with liquid nitrogen, pulverized using mortar and pestle until the sample resembles a fine powder, and then cross-linked using the same condition as cell lines. Hi-C libraries were generated and quality-checked per manufacturer’s protocol. A total of 300 to 600 million reads per each sample were generated on the basis of total usable reads above 20 kb.

Assay for transposase-accessible chromatin (ATAC-seq)
ATAC-seq in tissue was performed following the previously published protocol with minor modifications. Approximately 5 mg of tissue was crushed into a fine powder in liquid nitrogen, then suspended in 1 ml of cold PBS, and spun down. The tissue pellet was resuspended in 1 ml of lysis buffer, followed by isolation of 50,000 nuclei. Then, the 50 μl of transposition reaction mix was added to the isolated nuclei and incubated at 37°C for 1 hour. The transposon
DNA was purified with the QIAGEN MinElute Polymerase Chain Reaction (PCR) Purification Kit (QIAGEN, 28006) and then amplified with appropriate number of cycles. Libraries were sequenced on the Illumina HiSeq X Ten PE150 platform.

**Pharmacological treatment of cells**
DIPG007 cells were treated with 200 nM BRD4i (BMS986158, Bristol Myers Squibb) and 1000 nM dBET6 (S8762, Selleckchem) for 24 hours. DMSO treatment at 200 and 1000 nM for 24 hours was also included as vehicle controls. For all treatment conditions, 2 million cells were plated in six-well plates 24 hours before drug dosing. Twenty-four hours after administration of drugs, cells were cross-linked with 1% formaldehyde for 10 min and quenched with 0.125 M glycine for 5 min. Cells were then rinsed, harvested, and stored in −80°C before use.

**Western blotting for pharmacologically treated cells**
Protein (whole-cell extract) was extracted using RIPA buffer (89900, Thermo Fisher Scientific). Concentration of extracted protein was determined with the Pierce BCA Protein Assay Kit (23225, Thermo Fisher Scientific). Thirty micrograms of protein was separated by electrophoresis in a 4 to 15% precast protein gel (4561086, Bio-Rad) and transferred to polyvinylidene difluoride membrane. Blocking was subsequently done with 5% nonfat milk in Tris Buffered Saline Tween (TBST), followed by overnight incubation with anti-H3K27Ac or anti-BRD4 primary antibody (8173S and 13440, Cell Signaling Technology). After five washes with TBST, membrane was incubated with horseradish peroxidase (HRP)–conjugated anti-rabbit immunoglobulin G (IgG) antibody (7074, Cell Signaling Technology) for 1 hour. Pierce ECL Plus (32132, Thermo Fisher Scientific) was used to detect protein bands. Blot was then stripped (46430, Thermo Fisher Scientific) and reprobed with anti–total H3 primary antibody (14269S, Cell Signaling Technology) for 1 hour. Pierce ECL Plus (32132, Thermo Fisher Scientific) was used to detect total H3 signal. Densitometry analysis was performed using ImageJ.

**FISH for DIPG cells**
FISH probes for the detection of A2M-SAMD12 fusion was customized (Empire Genomics LLC (Buffalo, NY). The SAMD12 gene locus (8q24.12) was labeled with spectrum orange, and the A2M gene locus (12p13.31) was labeled with spectrum green. The normal signal pattern shows two green and two orange signals, whereas the typical dual color dual fusion shows one green, one orange, and two fusion signals, indicating a balanced translocation. FISH was performed on the tumor cell line following the standard laboratory procedures in the clinical Cytogenetics laboratory.

**RNA isolation and real-time quantitative PCR**
RNA isolation and complementary DNA preparation were using were the RNeasy Mini Kit (163037260, QIAGEN) and the SuperScript III First-Strand Synthesis System Kit (Invitrogen) following the manufacturer’s protocol, respectively. The target genes expression was verified by quantitative PCR (qPCR) with KAPA SYBR FAST qPCR Master Mix (KK4600), and glyceraldehyde-3-phosphate dehydrogenase was used as a control.

**RNA-seq data processing**
The FASTQ files were first trimmed for adapter and then mapped against hg38 human reference genome using STAR. Gene-level abundance was quantitated using RSEM program. The same procedure was applied to the downloaded FASTQ files from public resources. The data reproducibility for replicates was calculated for all genes using Pearson correlation.

**RNA-seq data clustering**
We first combined the raw counts of 32 RNA-seq data from 11 cell lines and 9 patient RNA-seq data from public resources. Genes with overall read counts, from all the 41 RNA-seq data, less than 20 were filtered out. The raw counts were then normalized using variance-stabilizing transformation function from DEseq2 package. Top 500 variable genes within the 11 cell lines were used to perform PCA analysis. Further, Pearson correlations were calculated between all the replicates from cell lines. After confirming the reproducibility of the replicates, we calculated the mean-normalized expression value for each cell line and calculated the Pearson correlations between all cell lines and patient samples. These samples were then clustered according to correlation matrix.

**Differentially expressed genes and pathway enrichment analysis**
We used DEseq2 to identify the differential expressed genes between tumor and normal cell lines. We calculated the mean expressions from replicates for the same cell line and considered the cell lines from the same tumor type as replicates when identifying DIPG versus GBM, DIPG versus normal, and GBM versus normal differential genes. For DIPG versus GBM differential genes, we performed GSEA analysis for the curated gene sets (c2.all.v7.1.symbols.gmt) using pyGSEA, the prerank function. Top enriched pathways were selected out.

**ChIP-seq and ATAC-seq data process**
We used the standard ENCODE ChIP-seq pipeline for mapping and peak calling of histone ChIP-seq enrichment. Specifically, the raw ChIP-seq FASTQ files were first trimmed using Cutadapt and mapped back to hg38 human reference genome using Bowtie2. Duplicated aligned reads were marked and removed. MACS2 was used to call peaks from H3K27ac, H3K27M, and H3K27me3 ChIP-seq data. The public ChIP-seq data were processed using the same pipeline and parameters. ATAC-seq data were processed using the standard ENCODE ATAC-seq pipeline. The overall procedures are similar to ChIP-seq analysis. We used the bigwig files that contains −log10(\(P\) value) generated by MACS2 for genome browser visualization, calculating correlations between samples and generating heatmap of tumor-type special peak signal enrichment.

**Tumor type–specific enhancers identification**
We first extended the H3K27ac peaks 250 bp up/downstream from peak summit, with each peak extending 500 bp, and then merged the peaks together using mergedBed function from BEDTools. The original H3K27ac peak regions were kept if the peaks exist in only one sample. If several peaks were merged into one, then the peak that gives the best MACS2 scores was kept. Peaks that were located within 2.5 kb of RefSeq gene TSS regions were removed from the ensemble peak set. Next, we calculated the bigwig signals for each sample over filtered ensemble peaks, and the signals were then scaled across the nine cell lines analyzed for each peak. This allows identification of tumor-specific enhancers based on this matrix.
Motif analysis
Motif enrichment analysis was performed for both DIPG- and GBM-specific enhancer regions using HOMER findMotifsGenome function with -size 1000 -mask settings. TFs with high-expression level in DIPG cell lines and significant H3K27Ac enrichment in DIPG-specific enhancers were identified as DIPG-specific active motifs. Similar criteria apply for the GBM-specific active motifs.

Hi-C data processing
We first trimmed the adapters of the Hi-C raw FASTQ files and then mapped the trimmed files against hg38 human reference genome using runHi-C pipeline, which is based on the 4DN consortium. Specifically, Burrows-Wheeler Aligner was used for the FASTQ file alignment and aligned reads with low quality, and PCR duplicates were filtered. Aligned reads were then paired on the basis of read pairs and filtered for fragments that contain ligations of at least two different restriction fragments. These reads were then binned at 5-kb resolution. To generate the contact matrix at multiple resolutions (5, 10, 25, 40, 50, 100, 250, 500 kb, 1, 2.5, 5, and 10 Mb), we used the run-cool2multirescsool script from 4DN consortium, which performed the ICE normalization at the same time. We used coolbox to visualize ICE normalized genomic Hi-C data. Juicer tool was also used to generate multiresolution .hic files, which can be visualized using juicebox.

Tumor type–specific loops identification
We used Peakachu to call loops from both DIPG and GBM cell line Hi-C data. We then used dipPeakachu to compare each of the two DIPG cell lines with the GBM cell line. Tumor type–specific loops were then merged using BEDTools pairpair function with a negative slope of 20 kb.

Gene regulatory network construction
For DIPG gene regulatory network construction, we first overlapped the DIPG-specific loops with previously identified tumor type–specific enhancers using BEDTools pairToBed function with 20-kb extension of the loops. We then further used pairToBed overlapping the DIPG-specific loops with one anchor located in enhancer regions with the promoter of DIPG–specific highly expressed genes. MEME-FIMO was then used to scan the locations of the DIPG–specific active TFs that have DIPG-specific loops linked between DIPG–specific highly expressed genes. The existence of the motif sites within the enhancer region indicated the regulatory relationship between the TF and the gene. The regulatory network was then constructed with each node as a DIPG–specific highly expressed gene and each edge as a TF–gene regulation pair. We used the same strategy to construct the GBM-specific gene regulatory network. The final networks were visualized using Cytoscape 3.7.2. Node annotation and pathway enrichment analysis of nodes were accomplished by using String app plugin in Cytoscape.

SV analysis
To infer CNV from Hi-C data, we used the CNV function of HiNT program (42). Here, we directly used the previously generated .hic files as input and predicted CNV events at 50-kb resolution. In addition, we also used Hi-C breakpoint finder (43) to identify large structural translocations, deletions, and inversions. Bam files were used as input, with low-quality reads filtered out. To identify neo-loops or enhancer hijacking events, we used our in-house pipeline. Briefly, we reassembled the genomic locations based on the breakpoints identified from Hi-C breakpoint finder, and then we called loops using Peakachu (44) at the reassembled regions.

Functional pathway analysis
Functional pathways analysis and upstream regulator predictions were performed on differentially expressed gene sets using Ingenuity Pathways Analysis software (Qiagen).

Statistical analysis
Data reproducibility for replicates was calculated for all genes and ChiP-seq peaks using Pearson correlation. After confirming the reproducibility of the replicates, the mean-normalized expression value for each cell line was calculated. The Pearson correlation between all cell lines and patient samples was then calculated.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/7/23/eabg4126/DC1
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